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Foreword

This volume is one of a series of three
handbooks of aging: Handbook of the
Biology of Aging, Handbook of the
Psychology of Aging, and Handbook of
Aging and the Social Sciences. The
Handbooks of Aging series, now in its
sixth edition, reflects the exponential
growth of research and publications in
aging research, as well as the grow-
ing interest in the subject of aging.
Stimulation of research on aging by gov-
ernment and private foundation sponsor-
ship has been a major contributor to the
growth of publications. There has also
been an increase in the number of uni-
versity and college courses related to
aging. The Handbooks of Aging have
helped to organize courses and seminars
on aging by providing knowledge bases
for instruction and for new steps in
research.

The Handbooks are used by academic
researchers, graduate students, and pro-
fessionals, for access and interpretation of
contemporary research literature about
aging. They serve both as a reference and
as organizational tool for integrating a
wide body of research that is often cross
disciplinary. The Handbooks not only
provide updates about what is known
about the many processes of aging, but
also interpretations of findings by well
informed and experienced scholars in
many disciplines. Aging is a complex
process of change involving influences

XV

of a biological, behavioral, social, and
environmental nature.

Understanding aging is one of the major
challenges facing science in the 215t cen-
tury. Interest in research on aging has
become a major focus in science and in
the many professions that serve aging pop-
ulations. Growth of interest in research
findings about aging and their interpreta-
tion has been accelerated with the growth
of populations of older persons in devel-
oped and developing countries. As more
understanding has been gained about
genetic factors that contribute to individ-
ual prospects for length of life and life lim-
iting and disabling diseases, researchers
have simultaneously become more aware
of the environmental factors that modu-
late the expression of genetic predisposi-
tions. These Handbooks both reflect and
encourage an ecological view of aging, in
which aging is seen as a result of diverse
forces interacting. These Handbooks can
help to provide information to guide plan-
ning as nations face “age quakes” due to
shifts in the size of their populations of
young and older persons.

In addition to the rise in research pub-
lications about aging, there has been a
dramatic change in the availability of sci-
entific literature since the first editions
of The Handbooks of Aging were pub-
lished. There are now millions of refer-
ences available on line. This increases
the need for integration of information.



XVvi

The Handbooks help to encourage inte-
gration of information from across disci-
plines and methods of gathering data
about aging.

With so much new information avail-
able, one of the editorial policies has been
the selection of new chapter authors and
subject matter in each successive edition.
This allows The Handbooks to present
new points of view, to keep current, and to
explore new topics in which new research
has emerged. The sixth edition is thus
virtually wholly new, and is not simply an
update of previous editions.

I want to thank the editors of the indi-
vidual volumes for their cooperation,
efforts, and wisdom in planning and
reviewing the chapters. Without their
intense efforts and experience The
Handbooks would not be possible.

Foreword

I thank Edward J. Masoro and Steven
N. Austad, editors of the Handbook of
the Biology of Aging, the editors of the
Handbook of Aging and the Social
Sciences, Robert H. Binstock and Linda
K. George, and their associate editors,
Stephen J. Cutler, Jon Hendricks, and
James H. Schulz; and my co-editor of the
Handbook of the Psychology of Aging,
K. Warner Schaie, and the associate
editors, Ronald P. Abeles, Margaret Gatz,
and Timothy A. Salthouse.

I also want to express my appreciation
to Nikki Levy, Publisher at Elsevier,
whose experience, long term interest,
and cooperation have facilitated the pub-
lication of The Handbooks through their
many editions.

James E. Birren



Preface

The past five years has been a lifetime in
aging research. That amount of time has
passed since the previous (5th) edition of
the Handbook of the Biology of Aging.
During the year 2000, when the chapters
of the previous edition were being written,
the research community had at its dis-
posal complete gene sequences of only
two multicellular animals (C. elegans and
Drosophila melanogaster). Since then, we
have added to that list mice, rats, humans,
and a dozen more species, with another 30
species “in process.” In the year 2000, we
were still coming to terms with claims
that a mutation in one gene could extend
life and preserve health in a mammal.
Now the existence of nine such genes has
been documented in mice, and by the time
you read this, the total will no doubt have
reached double figures. All this is another
way of saying that we have a lot of ground
to cover in this, the 6th edition of the
Handbook of the Biology of Aging.

This edition, as previous ones, provides
in-depth coverage of the latest and best
research as summarized and interpreted
by leading investigators in the field. This
volume has a particular emphasis on the-
oretical and technical issues. The first
chapter introduces to a wide audience a
conceptual approach to aging from the
field of engineering, which has consider-
able relevance for molecular biologists
who often think in terms of simple bio-
chemical pathways. That chapter also
places a premium on refined demographic
analyses of aging, as does a later chapter

recounting how genetics and demography
interact in Drosophila studies. Other con-
ceptual chapters cover the complex rela-
tion between aging and disease, the
complexity of the genetic architecture of
aging, and the use of computer modeling
in the biology of aging. The evolutionary
biology of aging crops up in a host of
chapters, but specifically in the chapter
on senescence in nature and the thought-
ful discussion of where future evolution-
ary studies of aging are likely to go.
Readers will also be updated on the
theory of hormesis and life extension
and how it continues to gain currency
in the field. The roles in the aging process
of hematopoietic stem cells, mitochon-
dria, and the tumor suppressor gene p53
are also covered, as are issues in the
application of the still emerging technol-
ogy of DNA microarray analysis to aging
studies.

Progress in dissecting the genetics and
neuroendocrinology of aging in inverte-
brate models has been so dramatic that
five years of progress is difficult to sum-
marize. Yet our authors in Section II, and
several in other chapters, perform this
job admirably. At the end of that section,
there is a chapter that asks what the
limits might be to what we can learn
about mammalian aging from the study
of invertebrates.

The final section is devoted to mam-
malian aging—either of particular systems
such as the muscles or the impact of
certain processes such as carbohydrate

xXvii
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metabolism or the growth-hormone/IGF-1
system. The mammalian genetics of
growth, aging, and their likely relationship
also receives a full chapter treatment. The
last chapter covers a topic with timely
relevance to the modern human condi-
tion: female reproductive aging and the
complex interplay of brain and ovary that
it involves.

We are grateful to the outside reviewers
of our chapters: D. J. Anderson, James R.
Carey, James R. Cypser, Caleb E. Finch,

Preface

Kevin Flurkey, Jeff Halter, Eun-Soo Han,
Russel Hepple, Peter Hornsby, Pamela L.
Larsen, Marc Mangel, James F. Nelson,
Linda Partridge, T. T. Samaras, and Heidi
Scrable. We are also thankful to our
authors, not only for their contributed
chapters, but for the alacrity with which
they made helpful comments on one
another’s chapters.

Edward J. Masoro
Steven N. Austad
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Chapter 1

Reliability Theory of Aging and Longevity

Leonid A. Gavrilov and Natalia S. Gavrilova

I. Introduction

There is growing interest in scientific
explanations of aging and in the search
for a general theory that can explain what
aging is and why and how it happens.

There is also a need for a general
theoretical framework that would allow
researchers to handle an enormous
amount of diverse observations related to
aging phenomena. Empirical observations
on aging have become so abundant that a
special four-volume encyclopedia, The
Encyclopedia of Aging (1,591 pages), is
now required for even partial coverage of
the accumulated facts (Ekerdt, 2002). To
transform these numerous and diverse
observations into a comprehensive body
of knowledge—a general theory of species
aging and longevity—is required.

The prevailing research strategy now is
to focus on the molecular level in the
hopes of understanding the proverbial
nuts and bolts of the aging process. In
accordance with this approach, many
aging theories explain the aging of organ-

isms through the aging of organism com-
ponents. However, this circular reasoning
of assuming aging in order to “explain”
aging eventually leads to a logical dead
end because when moving in succession
from the aging of organisms to the aging
of organs, tissues, and cells, we eventually
come to atoms, which are known not
to age. A situation with non-aging com-
ponents exists not only at the level of
atoms, but it may also be observed at
higher levels of system organization when
its components fail at random with a con-
stant risk of failure independent on age.
Even such complex biological structures
as cells may sometimes demonstrate a
non-aging behavior when their loss fol-
lows a simple law of radioactive decay
(Burns et al, 2002; Clarke et al., 2000,
2001a,b; Heintz, 2000).

Thus, we come to the following basic
question on the origin of aging: How can
we explain the aging of a system built of
non-aging elements?

This question invites us to start think-
ing about the possible systemic nature of
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aging and to wonder whether aging may
be a property of the system as a whole. In
other words, perhaps we need to broaden
our vision and be more concerned with
the bigger picture of the aging phenom-
enon rather than its details.

To illustrate the need for a broad vision,
consider the following questions:

e Would it be possible to understand a
newspaper article by looking at it
through an electronic microscope?

e Would the perception of a picture in
an art gallery be deeper and more
comprehensive at the shortest possible
distance from it?

Evolutionary perspective on aging and
longevity is one way to stay focused
on the bigger picture (see recent reviews
by Charlesworth, 2000; Gavrilova &
Gavrilov, 2002; Martin, 2002; Partridge
& Gems, 2002). Evolutionary explana-
tions of aging and limited longevity of
biological species are based on two
major evolutionary theories: the muta-
tion accumulation theory (Charlesworth,
2001; Medawar, 1946) and the antagonis-
tic pleiotropy theory (Williams, 1957).
These two theories can be briefly sum-
marized as follows:

1. Mutation accumulation theory:
From the evolutionary perspective,
aging is an inevitable result of the
declining force of natural selection
with age. For example, a mutant gene
that kills young children will be
strongly selected against (will not be
passed to the next generation), whereas
a lethal mutation that affects only
people over the age of 80 will experience
no selection because people with this
mutation will have already passed it on
to their offspring by that age. Over
successive  generations, late-acting
deleterious mutations will accumulate,
leading to an increase in mortality rates
late in life.
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2. Antagonistic pleiotropy theory:
Late-acting deleterious genes may even
be favored by selection and be actively
accumulated in populations if they have
beneficial effects early in life.

Note that these two theories of aging
are not mutually exclusive, and both
evolutionary mechanisms may operate at
the same time. The main difference
between the two theories is that in the
mutation accumulation theory, genes
with negative effects at old age accumu-
late passively from one generation to
the next, whereas in the antagonis-
tic pleiotropy theory, these genes are
actively kept in the gene pool by selec-
tion (Le Bourg, 2001). The actual relative
contribution of each evolutionary mech-
anism to species aging has not yet been
determined, and this scientific problem
is the main focus of current research
in evolutionary biology.

Evolutionary theories demonstrate
that taking a step back from too-close
consideration of the details over the
“nuts and bolts” of the aging process
helps us to gain a broader vision of the
aging problem. The remaining question
is whether the evolutionary perspective
represents the ultimate general theo-
retical framework for explanations of
aging. Or perhaps there may be even
more general theories of aging, one step
further removed from the particular
details?

The main limitation of evolutionary
theories of aging is that they are applica-
ble only to systems that reproduce them-
selves, because these theories are based
on the idea of natural selection and the
notion of declining force of natural selec-
tion with age.

However, aging is a very general
phenomenon—it is also observed in tech-
nical devices (such as cars), which do
not reproduce themselves in a sexual or
any other way and which are, therefore,
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not subject to evolution through natu-
ral selection. For this simple reason,
the evolutionary explanation of aging
based on the idea of declining force of
natural selection with age is not appli-
cable to aging technical devices. Thus,
there may be a more general explanation
of aging, beyond mutation accumulation
and antagonistic pleiotropy theories.

The quest for a general explanation
of aging (age-related increase in failure
rates), applicable both to technical devices
and biological systems, invites us to con-
sider the general theory of systems fail-
ure known as reliability theory (Barlow
& Proschan, 1975; Barlow et al, 1965;
Gavrilov, 1978; Gavrilov & Gavrilova,
1991, 2001b, 2003b, 2004b,c; Gavrilov
et al, 1978).

Reliability theory was historically
developed to describe the failure and
aging of complex electronic (military)
equipment, but the theory itself is a
very general theory based on mathemat-
ics (probability theory) and a systems
approach (Barlow & Proschan, 1975;
Barlow et al, 1965). The theory may
therefore also be useful in describing and
understanding the aging and failure of
biological systems. It may be useful in
several ways: first, by providing a kind of
scientific language (definitions and cross-
cutting principles), helping researchers
create a logical framework for organizing
numerous and diverse observations on
aging into a coherent picture. Second, it
helps researchers develop an intuition
and understanding of the main principles
of the aging process through consider-
ation of simple mathematical models,
having some features of a real world.
Third, reliability theory is useful for gen-
erating and testing specific predictions,
as well as deeper analyses of already col-
lected data. The purpose of this chapter
is to review some applications of reliabil-
ity theory to the problem of biological
aging.

II. General Overview of the
Reliability Theory Approach

Reliability theory is a body of ideas, math-
ematical models, and methods aimed at
predicting, estimating, understanding, and
optimizing the life span and failure distri-
butions of systems and their components
(adapted from Barlow & Proschan, 1975).
Reliability theory allows researchers to
predict the age-related failure kinetics for
a system of given architecture (reliability
structure) and given reliability of its com-
ponents.

A. Definition of Aging and Non-Aging
Systems

A reliability-engineering approach to
biological aging is appealing because it
provides a common scientific language
(general framework) for scientists work-
ing in different areas of aging research,
helping to overcome disruptive special-
ization and allowing researchers to
understand each other.

Specifically, reliability theory helps
researchers define more clearly what is
aging. In reliability theory, aging is
defined as a phenomenon of increasing
risk of failure with the passage of time
(age). If the risk of failure is not increas-
ing with age (the “old is as good as new”
principle), then there is no aging in
terms of reliability theory, even if the
calendar age of a system is increasing.
For example, clocks that count time
perfectly are not aging according to reli-
ability theory (although they have a per-
fect “biomarker” for their continuous
age changes—a displayed time and date).
Thus, the regular and progressive
changes over time per se do not consti-
tute aging unless they produce some
deleterious outcome (failures). In terms
of reliability theory, the dating problem
of determining the system age (time



6

elapsed since system creation) is differ-
ent from the performance assessment
problem of a system’s aging (old becom-
ing not as good as new). Perfect clocks
having an ideal marker of their increas-
ing age (time readings) are not aging, but
progressively failing clocks are aging
(although their “biomarkers” of age at
the clock face may stop at a “forever
young” date).

Moving to a biological example, we
can say that the formation of regular sea-
sonal tree rings tells us everything about
tree age but little about tree aging.
Moreover, a progressive disruption of the
healthy formation of tree rings would
indicate tree aging (although this disrup-
tion obscures the determination of tree
age). In terms of reliability theory, the
“biomarkers” of age used in forensics to
estimate human ages may have nothing
to do with human aging, no matter how
accurate these “biomarkers” are in calen-
dar age prediction. For example, an aspar-
tate racemization in the teeth may be
ideal for age estimation but not necessar-
ily informative for predicting an increas-
ing risk of death or other types of failure.
On the other hand, loss of motor neurons
with age would be highly relevant to
the problem of human aging, no matter
how poorly this loss is correlated with a
person’s age. These examples illustrate
a fundamental difference between bio-
markers of age (focused on the dating
problem of accurate age determination)
and biomarkers of aging (focused on the
performance problem of system deterio-
ration over time).

Thus, reliability theory helps to resolve
a confusion that existed in biological aging
research when some really important
changes related to system deterioration
over time were not properly discriminated
from other neutral or benign changes
closely correlated with calendar age.
Reliability theory helps to clarify the dif-
ference between age (the passage of
time) and aging (deterioration with age)—
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concepts that are often confused with each
other.!

In terms of reliability theory, it is con-
ceivable to imagine at least theoretically
that some biological species may not
demonstrate aging in certain conditions,
although their age is always increasing.
“Anti-aging” intervention, according to
reliability theory, is not an oxymoron
incompatible with the laws of Nature
(reversing time), but rather refers to any
feasible intervention that delays or pre-
vents “the old becoming not as good as
new.” Later we will show that non-aging
systems are common both in reliability
theory and in the real physical world, so
becoming old is not synonymous with
aging.

B. Notion of System’s Failure

The concept of failure is important to the
analysis of a system’s reliability. In reliabil-
ity theory, failure is defined as the event
when a required function is terminated
(Rausand & Hoyland, 2003). In other words,
failure occurs when the system deviates
from the optimistically anticipated and

IThe term aging is commonly used by
biogerontologists and the public as a synonym
to the word senescence (progressive
deterioration with age). This interpretation of
aging fits well with the reliability-theory
approach, although the term senescence itself
is not common in reliability theory. The
problem with the term senescence is that it
focuses too narrowly on old ages, when the
senescent  phenotypes become  apparent
(e.g., frailty). The term aging is more inclusive
because it covers any age-related decline in
performance, even if its starts early in life
(e.g., an increase in human death rates after age
15). See also the second chapter of this book for
a critique of other too-broad definitions of
aging (Masoro, 2005). It remains to be seen
whether the reliability-theory definition of
aging will be universally accepted in the future
or will be limited to its use in a specialized way
as presented in this chapter.
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desired behavior (it “fails”). Failures are
often classified in two groups:

1. Degradation failures, where the
system or component no longer functions
properly, and

2. Catastrophic or fatal failures—the
end of a system’s or a component’s life.

Examples of degradation failures in
humans would be an onset of different
types of health impairments, diseases, or
disabilities, whereas catastrophic or fatal
failures obviously correspond to death.
The notions of aging and failure are
related to each other in the following
way: when the risk of failure outcomes
increases with age (“old is not as good as
new”), this is aging by definition. Note
that according to reliability theory, aging
is not just growing old; instead, aging is a
degradation leading to failure (adverse
health outcomes)—becoming sick, dis-
abled, frail, and dead. Therefore, from a
reliability-theory perspective, the notion
of healthy aging is an oxymoron, like a
healthy dying or a healthy disease. More
appropriate terms instead of healthy
aging, successful aging, or aging well
would be delayed aging, postponed
aging, slow aging, arrested aging, negligi-
ble aging (senescence), or, hopefully,
aging reversal.

Because the reliability definition of bio-
logical aging is linked to health fail-
ures (adverse health outcomes, including
death), aging without diseases is just as
inconceivable as dying without death.
Diseases and disabilities are an integral
part (outcomes) of the aging process. Not
every disease is related to aging, but every
progression of disease with age has some
relevance to aging: aging is a “maturation”
of diseases with age. A more detailed dis-
cussion of the relationship between aging
and diseases is provided in the second
chapter of this book (Masoro, 2005).

Reliability theory also allows us to
introduce more “physiological” defini-
tions of failure that are not limited to such

failure outcomes as disease, disability, and
death but describe a failure in performance
tests for speed, strength, endurance, and so
on. For example, it is possible to study the
age dynamics of failure in sports competi-
tions (marathon records, etc.), thereby
making use of rich sports records for the
purpose of scientific research on aging.
Thus, reliability theory may be useful in
studying “physiological” aging too.

Note that a system may have an aging
behavior for one particular type of fail-
ure, but it may remain as good as new for
some other type of failure. Thus, the
notion of aging is outcome-specific—it
requires specifying a particular type of
failure (or group of failures) via which the
system deteriorates.

Consequently, legitimate anti-aging
interventions may be outcome-specific
too, and limited to postponing some spe-
cific adverse health outcomes. Aging is
likely to be a summary term for many
different processes leading to various
types of degradation failures, and each of
these processes deserves to be studied
and prevented.?

20ne may wonder whether hip replacement
surgery would qualify as an “anti-aging
intervention” according to its description
here. The answer to this question is not as
simple as the question itself. It is conceivable
that hip replacement therapy may prevent
some patients from physical inactivity, stress,
depression, loss of appetite, malnutrition, and
drug overuse. The result may be that further
progression of some diseases and disabilities
could indeed slow down compared to patients
who did not receive this treatment. In this
case we can say that hip replacement therapy
helps to oppose aging for some specific types
of degradation failures in a particular group of
patients (very limited anti-aging effect). It is
true, however, that the term anti-aging
intervention is usually associated with hopes
for something far more radical, such as aging
reversal in the future, applicable to all older
people.
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C. Basic Ideas and Formulas of
Reliability Theory

Reliability of the system (or its compo-
nent) refers to its ability to operate prop-
erly according to a specified standard
(Crowder et al, 1991). Reliability is
described by the reliability function S(x),
which is the probability that a system (or
component) will carry out its mission
through time x (Rigdon & Basu, 2000).
The reliability function (also called the
survival function) evaluated at time x is
just the probability, P, that the failure
time X is beyond time x, P(X > x). Thus,
the reliability function is defined as
follows:

S(x) =P(X>x)=1-P(X=x)
=1-F(x)

where F(x) is a standard cumulative dis-
tribution function in the probability the-
ory (Feller, 1968). The best illustration
for the reliability function S(x) is a sur-
vival curve describing the proportion of
those still alive by time x (the I, column
in life tables).

Failure rate, u(x), or instantaneous risk
of failure, also called the hazard rate, h(x),
or mortality force, is defined as the rela-
tive rate for reliability function decline:

) = — s, _  dInS,
) = S.dx dx

In those cases when the failure rate is
constant (does not increase with age), we
have a non-aging system (component)
that does not deteriorate (does not fail
more often) with age:

w(x) = k = const
The reliability function of non-aging sys-
tems (components) is described by the

exponential distribution:

S(X) = Soeikx
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This failure law describes “life span” dis-
tribution of atoms of radioactive elements
and, therefore, is often called an exponen-
tial decay law. Interestingly, this failure
law is observed in many wild populations
with high extrinsic mortality (Finch, 1990;
Gavrilov & Gavrilova, 1991). This kind of
distribution is observed if failure (death)
occurs entirely by chance, and it is also
called a “one-hit model” or a “first order
kinetics.” The non-aging behavior of a sys-
tem can be detected graphically when
the logarithm of the survival function
decreases with age in a linear fashion.

Recent studies found that at least some
cells in the aging organism might demon-
strate a non-aging behavior.3 Specifically,
the rate of neuronal death does not
increase with age in a broad spectrum
of aging-related neurodegenerative condi-
tions (Heintz, 2000). These include 12
different models of photoreceptor degener-
ation, “excitotoxic” cell death in vitro,
loss of cerebellar granule cells in a mouse
model, and Parkinson’s and Huntington’s
diseases (Clarke et al., 2000). In this range
of diseases, five different neuronal types
are affected. In each of these cases, the
rate of cell death is best fit by an expo-
nential decay law with constant risk of
death independent of age (death by chance
only), arguing against models of progres-
sive cell deterioration and aging (Clarke
et al., 2000, 2001a). An apparent lack of
cell aging is also observed in the case
of amyotrophic lateral sclerosis (ALS)
(Clarke et al., 2001a), retinitis pigmentosa
(Burns et al, 2002; Clarke et al., 2000,
2001a; Massoff et al., 1990), and idio-
pathic Parkinsonism (Calne, 1994; Clarke
et al., 2001b; Schulzer et al., 1994).

3Non-aging behavior of cells should not be
confused with cells’ immortality or their
ability to self-replicate indefinitely. Instead
non-aging behavior means that the risk of cell
death (or loss of function) does not depend on
cell age.



CHAPTER 1 / Reliability Theory of Aging and Longevity 9

These observations correspond well
with another observation that “an impres-
sive range of cell functions in most organs
remain unimpaired throughout the life
span” (Finch, 1990, p. 425). These unim-
paired functions might reflect the “no-
aging” property known as “old as good
as new” in survival analysis (Klein &
Moerschberger, 1997, p. 38). Thus, we
come again to the following fundamental
question about the origin of aging: how
can we explain the aging of a system built
of non-aging elements? This question
invites us to think about the possible sys-
temic nature of aging and to wonder
whether aging may be a property of the
system as a whole. We would again like to
emphasize the importance of looking at
the bigger picture of the aging phenome-
non in addition to its details, and we will
suggest a possible answer to the posed
question later in this chapter.

If failure rate increases with age, we
have an aging system (component) that
deteriorates (fails more often) with age.
There are many failure laws for aging sys-
tems, and the most famous one in biology
is the Gompertz law with exponential
increase of the failure rates with age,
which is observed for many biological
species including humans (Finch, 1990;
Gavrilov & Gavrilova, 1991; Gompertz,
1825; Makeham, 1860; Strehler, 1978):

(x) = Re™

where x is age, while R and « are positive
parameters.

We will show later that there are some
exceptions to the Gompertz law and that
it is usually applicable within some age
windows rather than the entire range of
all possible ages.

According to the Gompertz law, the
logarithm of failure rates increases lin-
early with age. This is often used in order
to illustrate graphically the validity of the
Gompertz law—the data are plotted in the
semi-log scale (known as the Gompertz

plot) to check whether the logarithm of
the failure rate is indeed increasing with
age in a linear fashion.

For technical systems, one of the most
popular models for the failure rate of
aging systems is the Weibull model, the
power-function increase in failure rates
with age x (Weibull, 1939):

pix) = ax?b

forx =0, where a, b >0

This law was suggested by Swedish
engineer and mathematician Waloddi
Weibull in 1939 to describe the strength
of materials (Weibull, 1939). It is widely
used to describe the aging and failure of
technical devices (Barlow & Proschan,
1975; Rigdon & Basu, 2000; Weibull,
1951). According to the Weibull law, the
logarithm of failure rate increases lin-
early with the logarithm of age, with a
slope coefficient equal to parameter b.
This is often used in order to illustrate
graphically the validity of the Weibull
law: the data are plotted in the log-log
scale (known as the Weibull plot) to
check whether the logarithm of the fail-
ure rate is indeed increasing with the log-
arithm of age in a linear fashion.

Both the Gompertz and the Weibull
failure laws have their fundamental
explanation rooted in reliability theory
(Barlow & Proschan, 1975) and are the
only two theoretically possible limiting
extreme value distributions for systems
whose life spans are determined by the
first failed component (Galambos, 1978;
Gumbel, 1958). In other words, as the
system becomes more and more complex
(contains more vital components, each
being critical for survival), its life span
distribution may asymptotically approach
one of the only two theoretically possible
limiting distributions—either Gompertz
or Weibull (depending on the early kinet-
ics of failure of system components). The
two limit theorems in the statistics
of extremes (Galambos, 1978; Gumbel,
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1958) make the Gompertz and the
Weibull failure laws as fundamental as
are some other famous limiting distribu-
tions known in regular statistics, such as
the normal distribution and the Poisson
distribution. It is puzzling, however, why
organisms prefer to die according to the
Gompertz law, whereas technical devices
typically fail according to the Weibull
law. One possible explanation of this
mystery is suggested later in this chapter.

Because of their fundamental impor-
tance for describing mortality kinetics, it
may be interesting and useful to compare
these two failure laws and their behavior.
Figure 1.1A presents the dependence of
the logarithm of the failure rate on age
(Gompertz plot) for the Gompertz and
the Weibull functions. Note that this
dependence 1is strictly linear for the
Gompertz function (as expected) and is
concave-down for the Weibull function.
So the Weibull function looks as if it is
decelerating with age when compared to
the Gompertz function.
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Figure 1.1B presents the dependence of
the logarithm of the failure rate on the
logarithm of age (Weibull plot) for the
Gompertz and the Weibull functions.
Note that this dependence is strictly lin-
ear for the Weibull function (as antici-
pated) and is concave-up for the Gompertz
function. So the Gompertz function looks
as if it is accelerating with the logarithm
of age when compared to the Weibull
function.

This simple graphical method of data
analysis is useful in practice because it
allows researchers to determine easily
whether particular data follow the
Gompertz law or the Weibull law (or
neither).

Two fundamental differences exist
between the Weibull and the Gompertz
functions. First, the Weibull function
states that the system is immortal at
starting age: when age x is equal to zero,
the failure rate is equal to zero too,
according to the Weibull formula. This
means that the system should be initially
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Figure 1.1 Comparison of the Gompertz and the Weibull functions in different coordinates. (A) Semi-log
(Gompertz) coordinates. In this case, the Gompertz function produces a straight line, whereas the Weibull
function generates a concave-down curve. (B) Log-log (Weibull) coordinates. In this case, the Weibull func-
tion produces a straight line, whereas the Gompertz function generates a concave-up curve. By plotting the
death rate data in these coordinates, it is possible to determine graphically which particular formula pro-
vides the best fit (a better straight line) for the empirical data.



CHAPTER 1 / Reliability Theory of Aging and Longevity 11

ideal (immortal) in order for the Weibull
law to be applicable to it.

On the contrary, the Gompertz func-
tion states that the system is already vul-
nerable to failure at starting age: when
age x is equal to zero, the failure rate is
already above zero, equal to parameter R
in the Gompertz formula. This means
that partially damaged systems having
some initial damage load are more likely
to follow the Gompertz failure law,
whereas initially perfect systems are
more likely to follow the Weibull law.
This profound difference between the
two models is often obscured in real life
by the period of initially high and then
decreasing juvenile mortality that could
not be explained by either model.

Second, there is a fundamental differ-
ence between the Gompertz and the
Weibull functions regarding their response
to misspecification of the starting age
(“age zero”). This is an important issue
because in biology there is an ambiguity
regarding the choice of a “true” age, when
aging starts. Legally, it is the moment of
birth, which serves as a starting moment
for age calculation. However, from a bio-
logical perspective, there are reasons to
consider a starting age as a date either well
before the birth date (the moment of con-
ception in genetics, or a critical month of
pregnancy in embryology), or long after
the birth date (the moment of maturity,
when the formation of a body is finally
completed).

From a demographic perspective, the
starting age at which aging begins is
when death rates are the lowest and start
to grow—this is about 10 years of age for
humans. The uncertainty in starting age
has very different implications for data
analysis with the Gompertz and the
Weibull functions. For the Gompertz
function, misspecification of starting age
is not as important because the shift in
the age scale will still produce the same
Gompertz function with the same slope
parameter, a. The data generated by the

Gompertz function with different age
shifts will all be linear and parallel to
each other in the Gompertz plot.

The situation is very different for the
Weibull function: it is linear in the
Weibull plot for only one particular start-
ing age, and any shifts in starting age pro-
duce a different function. Specifically, if a
“true” starting age is larger than assumed,
the resulting function will be a nonlinear
concave-up curve in the Weibull plot, indi-
cating model misspecification and leading
to a bias in estimated parameters. Thus,
researchers choosing the Weibull function
for data analysis first have to resolve an
uneasy biological problem: at what age
does aging start?

An alternative graceful mathematical
solution to this problem would be to
move from a standard two-parameter
Weibull function to a more general three-
parameter Weibull function, which has an
additional “location parameter” vy (Clark,
1975):

plx) = ax = )

for x > v, and w(x) is equal to zero other-
wise.

Parameters of this formula, including
the location parameter v, could be esti-
mated from the data through standard
fitting procedures, thus providing a
computational answer to the question
“when does aging start?” However, this
computational answer might be shock-
ing to researchers unless they are famil-
iar with the concept of initial damage
load (Gavrilov & Gavrilova, 1991;
2001b; 2004a), which will be discussed
later.

In addition to the Gompertz and the
standard two-parameter Weibull laws, a
more general failure law was suggested
and theoretically justified using the sys-
tem reliability theory. This law is known
as the binomial failure law (Gavrilov &
Gavrilova, 1991; 2001b), and it represents
a special case of the three-parameter
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Weibull function with a negative loca-
tion parameter:

wlx) = alxo + x)°

The parameter xg in this formula is
called the initial virtual age of the sys-
tem (IVAS) (Gavrilov & Gavrilova, 1991,
2001b). This parameter has the dimen-
sion of time and corresponds to the age
by which an initially ideal system would
have accumulated as many defects as a
real system already has at the starting
age (at x =0). In particular, when the
system is initially undamaged, the initial
virtual age of the system is zero, and the
failure rate grows as a power function of
age (the Weibull law). However, as the
initial damage load increases, the failure
kinetics starts to deviate from the
Weibull law, and eventually it evolves to
the Gompertz failure law at high levels
of initial damage load. This is illustrated
in Figure 1.2, which represents the
Gompertz plot for the data generated by
the binomial failure law with different
levels of initial damage load (expressed in
the units of initial virtual age).

Note that as the initial damage load
increases, the failure kinetics evolves
from the concave-down curves typical of
the Weibull function to an almost linear
dependence between the logarithm of fail-
ure rate and age (the Gompertz function).
Thus, the binomial failure law unifies two
different classes of distribution. The bio-
logical species dying according to the
Gompertz law may have a high initial
damage load, presumably because of
developmental noise, and a clonal expan-
sion of mutations that occurred in the
early development (Gavrilov & Gavrilova,
1991, 2001b, 20032, 20044a).

The concept of initial virtual age could
be practically useful in analysis and inter-
pretation of survival data because it
allows us to take into account the initial
damage load of the system when observa-
tions start. Moreover, this concept allows
us to estimate the initial damage load

L. A. Gavrilov and N. S. Gavrilova
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Figure 1.2 Failure kinetics of systems with different
levels of initial damage. Dependence 1 is for an ini-
tially ideal system (with no damage load). Dependence
2 is for a system with an initial damage load equivalent
to damage accumulated by a 20-year-old system.
Dependencies 3 and 4 are for systems with an initial
damage load equivalent to damage accumulated
respectively by a 50-year-old system and a 100-year-old
system. Note that high initial damage load transforms
the Weibull curve into the Gompertz-like straight line.
1. The Weibull curve for initially ideal systems,
wix) = ax10, a = 10724 year—! Graphs for initially
damaged systems:
2. plx) = a(20 + x)10
3. ux) = a(50 + x)10
4. u(x) = a(100 + x)10

Adapted from Gavrilov & Gavrilova, 2004c.

from experimental data through fitting
procedures.

D. System Reliability and the Concept
of Reliability Structure

A branch of reliability theory that studies
reliability of an entire system given
reliability of its components and its com-
ponents’ arrangement (reliability struc-
ture) is called system reliability theory
(Rausand & Hoyland, 2003). System relia-
bility involves the study of the overall
performance of systems of interconnected
components. The main objective of sys-
tem reliability is the construction of a
model that represents the times-to-failure
of the entire system based on the life
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distributions of the components from
which it is composed. Consideration of
some basic ideas and models of the
system reliability theory is important
because living organisms may be repre-
sented as structured systems comprised of
organs, tissues, and cells.

System reliability theory tells us that
how components are arranged strongly
affects the reliability of the whole system.
The arrangement of components that are
important for system reliability is also
called reliability structure and is graphi-
cally represented by a schema of logical
connectivity. It is important to understand
that the model of logical connectivity
focuses only on those components that are
relevant for the functioning ability of the
system. If the components do not play a
direct role in a system’s reliability, they
usually are not included in the analyzed
reliability structure (Rausand & Hoyland,
2003). For example, organs of vision are
not included in the reliability structure of
a living organism if death is the only type
of failure to be analyzed (complete failure
of vision does not cause an immediate
death of the organism). On the other hand,
if disability is the type of failure under
consideration, then organs of vision
should be included in the schema of relia-
bility structure. Therefore, reliability
structure does not necessarily reflect a
physical structure of the object.

There are two major types of component
arrangement (connection) in the system:
components connected in series and com-
ponents connected in parallel (Rausand &
Hoyland, 2003). Here we consider a simple
system of n statistically independent com-
ponents, where failure of one component
does not affect the failure rate of other
components of the system.

1. Components Connected in Series

For a system of n independent compo-
nents connected in series, the system fails
if any one of the components fails, much
like electrical circuits connected in series.

Thus, the failure of any one component
results in the failure of the whole system,
such as in Christmas tree lighting chains.
Figure 1.3A shows a schema of the logical
connectivity of the system in series.

This type of system is also called a
weakest-link system (Ayyub & McCuen,
2003). In living organisms, many organs
and tissues (heart, lung, liver, brain)
are vital for the organism’s survival,
making them a good example of a series-
connected component. Thus, the series
connection indicates a logical connectivity

A

OO0 - 0O

()
®
Figure 1.3 Logical schemas of systems with differ-
ent types of elements connectivity. (A] A system
connected in series. (B) A system connected in par-
allel. (C) A series-parallel system with equal redun-

dancy of system components. (D) A series-parallel
system with distributed redundancy.
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but not necessarily a physical or an
anatomical one. For example, a domi-
nant deleterious mutation leading to a
failure of a diploid organism corresponds
to a schema of two components (alleles)
connected in series (in terms of logical
connectivity), although in fact these
alleles are physically located at two dif-
ferent homologous chromosomes.

The reliability of a system in series
(with independent failure events of the
components), S, is a product of the relia-
bilities of its components:

Ss=Dpi1D2- .. Pn

where p; . .. p, are the reliabilities of the
system’s components.

This formula explains why complex sys-
tems with many critical components are
so sensitive to early failures of their com-
ponents. For example, for a system built of
458 critical components, the initial period
of a component’s life when its cumulative
risk of failure is only 1 percent corre-
sponds to the end of a system’s life, when
99 percent of systems have already failed.
In other words, by the age when 99 per-
cent of components are still functional
(p = 0.99), a system built of 458 such criti-
cal components has only a 1 percent
chance of remaining functional: P =
(0.99)458 =~ 0.01. This discrepancy between
the lifetimes of systems and the lifetimes
of their components is increasing further
with growing system complexity (num-
bers of critical components). Therefore,
the early failure kinetics of components is
very important in determining the failure
kinetics of a complex system for almost
its entire life. This helps simplify the
analysis of complex system failure by
focusing on the early failure kinetics of
system components.

The failure rate of a system connected
in series is a sum of failure rates of its
components (Barlow et al., 1965):

Ms = K1 T o+ F Py
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If failure rates of all components are equal,
the failure rate of the system with n com-
ponents is nu. It follows from this formula
that if a system’s components do not age
(mn = const), the entire system connected
in series does not age either.

2. Components Connected in Parallel

A parallel system of n independent compo-
nents fails only when all the components
fail (such as in electrical circuits connected
in parallel). The logical structure of a paral-
lel system is presented in Figure 1.3B.

An example of a parallel system is a
system with components performing an
identical function. This function will be
destroyed only when all the components
fail. The number of additional compo-
nents with the same function in a parallel
structure is called a redundancy or a
reserve of the system. In living organ-
isms, vital organs and tissues (such as the
liver, kidney, or pancreas) consist of
many cells performing one and the same
specialized function. A recessive deleteri-
ous mutation leading to a failure of a
diploid organism represents a classic
example of two components (alleles) con-
nected in parallel.

For a parallel system with n independ-
ent components, the probability of a
system’s failure, Q, is a product of prob-
abilities of failure for its components, ¢:

Qs=qiq2- .. qn
=(1=pi)(1 =pa)... (1 —py

Hence, the reliability of a parallel sys-
tem, S, is related to the reliability of its
components in the following way:

Sg=1-Qy=1—(1—-pi)(1 =pa)...
(l_pn)

The reliability of a parallel system with
components of equal reliability, p, is:

Ss=1-(1-p)"
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What is important here is the emergence
of aging in parallel systems: a parallel
system is aging even if it is built of non-
aging components with a constant failure
rate (see more details in Section IV).

In the real world, most systems are
more complex than simply series and
parallel structures, but in many cases
they can be represented as combinations
of these structures.

3. More Complex Types of Reliability
Structures

The simplest combination of the two
reliability structures is a series-parallel
system with equal redundancy, shown in
Figure 1.3C.

A general series-parallel system is a sys-
tem of m subsystems (blocks) connected
in series, where each block is a set of n
components connected in parallel. It turns
out that even if the components them-
selves are not aging, the system as a whole
has an aging behavior—its failure rate
grows with age according to the Weibull
law and then levels off at advanced
ages (Gavrilov & Gavrilova, 1991, 2001b,
2003b). This type of system is important
to consider because a living organism can
be presented as a system of critical vital
organs and tissues connected in series,
while each organ consists of specialized
cells connected in parallel. The reliability
model for this type of system is described
in more detail in Section IV.

Another type of reliability structure, a
series-parallel system with distributed
redundancy, was introduced by Gavrilov
and Gavrilova (1991). The series-connected
blocks of this system have non-equal
redundancy (different numbers of elements
connected in parallel), and the elements
are distributed between the system’s
blocks according to some particular distri-
bution law (see Figure 1.3D).

Gavrilov and Gavrilova (1991, 2001b)
studied the reliability and failure rate of
series-parallel systems with distributed

redundancy for two special cases: (1) the
redundancy distributed within an organ-
ism according to the Poisson law or
(2) according to the binomial law. They
found that the failure rate of such systems
initially grows according to the Gompertz
law (in the case of the Poisson distributed
redundancy) or binomial failure law (in
the case of the binomially distributed
redundancy). At advanced ages, the failure
rate for both systems asymptotically
approaches an upper limit (mortality
plateau). Reliability models for these sys-
tems are described in Section VI.

Now when the basic concepts of relia-
bility theory are discussed, we may
proceed to link them to empirical obser-
vations on aging and mortality.

III. Mortality, Failure, and Aging
in Biological and Technical
Systems

A. Failure Kinetics in Biological and
Technical Systems

There is a striking similarity between
living organisms and technical devices in
the general age pattern of their failures—
in both cases, the failure rate usually fol-
lows the so-called “bathtub curve” (see
Figure 1.4).

The bathtub curve of failure rate is a
classic concept presented in many text-
books on reliability theory (Ayyub &
McCuen, 2003; Barlow & Proschan, 1975;
Rausand & Hoyland, 2003). The curve
consists of three periods. Initially, the fail-
ure rates are high and decrease with age.
This period is called the “working-in”
period, and the period of “burning-out” of
defective components. For example, the
risk for a new computer to fail is often
higher at the very start, but then those
computers that did not fail initially work
normally afterwards. The same period
exists early in life for most living organ-
isms, including humans, and it is called
the infant mortality period.
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Figure 1.4 “Bathtub” mortality curves for humans

and fruit flies. Mortality rates (vertical axis) are cal-
culated in identical units (deaths per day per indi-
vidual) for both species, whereas the age scale
(horizontal axis) is normalized by dividing by the
median life span of the species to allow data com-
parison (a similar approach to age scaling was used
by Pearl & Miner, 1935, and Carnes et al., 1998).
Mortality for Drosophila melanogaster was calcu-
lated using data published by Hall (1969). Mortality
for humans was calculated using the official
Swedish female life table for 1985.

Then follows the second period, called
the normal working period, corresponding
to an age of low and approximately con-
stant failure rates. This period also exists
in humans, but unfortunately it is rather
short (10 to 15 years) and ends too soon.*

Then the third period, the aging period,
starts, which involves an inexorable rise

4In countries with low child mortality, this
age window with minimal death rates has
recently broaden to about 5 to 15 years of age.
When the death rates in this age interval are
presented in logarithmic scale (sensitive to
outliers that are close to zero levels of
mortality), this may create an impression of
large relative differences in death rates.
However the death rates are so low in this age
group that the absolute differences in death
rates are negligible, and it is therefore safe to
assume that death rates are “approximately
constant.”
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in the failure rate with age. In most living
organisms, including humans, this rise in
failure rates follows an explosive expo-
nential trajectory (the Gompertz curve).
For humans, the aging period lies approxi-
mately within the interval of 20 to
100 years.

Thus, there is a remarkable similarity
in the failure patterns of technical and
biological systems. This similarity is
reinforced further by the fact that at
extreme old ages there is a fourth period
common to both technical devices and
living organisms (Economos, 1979, 1980,
1983, 1985). This period is known in
biology as a period of late-life mortality
leveling-off (Carey & Liedo, 1995;
Clark & Guadalupe, 1995; Economos,
1979; Fukui et al., 1993, 1996; Vaupel et
al., 1998), and also as the late-life mortal-
ity deceleration law (Fukui et al., 1993,
1996; Khazaeli et al., 1996; Partridge &
Mangel, 1999).

Remarkably similar failure patterns of
biological and technical systems indicate
that there may be some very general
principles of system aging and failure
(which will be discussed later), despite
the obvious differences in specific under-
lying mechanisms of aging.

B. Mortality Laws in the Biology
of Life Span

Attempts to develop a fundamental quan-
titative theory of aging, mortality, and life
span have deep historical roots. In 1825,
the British actuary Benjamin Gompertz
discovered a law of mortality (Gompertz,
1825) known today as the Gompertz law
(Finch, 1990; Gavrilov & Gavrilova, 1991;
Olshansky & Carnes, 1997; Strehler,
1978). Specifically, he found that the force
of mortality increases in geometrical pro-
gression with the age of adult humans.
According to the Gompertz law, human
mortality rates double about every 8 years
of adult age (Finch, 1990; Gavrilov &
Gavrilova, 1991, Gompertz, 1825;
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Makeham, 1860; Strehler, 1978). An expo-
nential (Gompertzian) increase in death
rates with age is observed for many biolog-
ical species including fruit flies
(Drosophila melanogaster) (Gavrilov &
Gavrilova, 1991), nematodes (Brooks et al.,
1994; Johnson, 1987, 1990), mosquitoes
(Gavrilov, 1980), human lice (Pediculus
humanus) (Gavrilov & Gavrilova, 1991),
flour beetles (Tribolium  confusum)
(Gavrilov & Gavrilova, 1991), mice
(Kunstyr & Leuenberger, 1975; Sacher,
1977), rats (Gavrilov & Gavrilova, 1991),
dogs (Sacher, 1977), horses (Strehler, 1978),
mountain sheep (Gavrilov, 1980), and
baboons (Bronikowski et al., 2002).

Gompertz also proposed the first math-
ematical model to explain the exponen-
tial increase in mortality rate with age
(Gompertz, 1825). In reality, failure rates
of organisms may contain both non-aging
and aging terms, as, for example, in
the case of the Gompertz-Makeham law
of mortality (Finch, 1990; Gavrilov &
Gavrilova, 1991; Makeham, 1860;
Strehler, 1978):

p(x) = A + Re™

In this formula, the first, age-independent
term (Makeham parameter, A) designates
the constant, “non-aging” component of
the failure rate (presumably due to exter-
nal causes of death, such as accidents and
acute infections), whereas the second,
age-dependent term (the Gompertz func-
tion, Re®X) designates the “aging” compo-
nent, presumably due to deaths from
age-related degenerative diseases such as
cancer and heart disease.

The wvalidity of the Gompertz-
Makeham law of mortality can be illus-
trated graphically when the logarithms of
death rates without the Makeham param-
eter (uy — A) are increasing with age in a
linear fashion (see Figure 1.6). The log-
linear increase in death rates (adjusted
for the Makeham term) with age is indeed
a very common phenomenon for many

human populations from 35 to 70 years of
age (Gavrilov & Gavrilova, 1991).

Note that the slope coefficient o charac-
terizes an “apparent aging rate” (the rapid-
ity of age-deterioration in mortality); if «
is equal to zero, there is no apparent aging
(death rates do not increase with age).

At advanced ages (after age 80), the
“old-age mortality deceleration” takes
place: death rates increase with age at
a slower pace than expected from
the Gompertz-Makeham law. This mor-
tality deceleration eventually produces
the “late-life mortality leveling-off” and
“late-life mortality plateaus” at extreme
old ages (Curtsinger et al, 1992,
Economos, 1979, 1983; Gavrilov &
Gavrilova, 1991; Greenwood and Irwin,
1939; Vaupel et al, 1998). Actuaries—
including Gompertz himself—first noted
this phenomenon and proposed a logistic
formula for mortality growth with age in
order to account for mortality falloff at
advanced ages (Beard, 1959, 1971; Perks,
1932). Greenwood and Irwin (1939) pro-
vided a detailed description of this phe-
nomenon in humans and even made the
first estimates for the asymptotic value
of the upper limit to human mortality
(see also the chapter by Curtsinger et al.
in this volume and review by Olshansky,
1998). According to their estimates, the
mortality kinetics of long-lived indi-
viduals is close to the law of radioactive
decay with half-time approximately
equal to 1 year.

The same phenomenon of “almost
non-aging” survival dynamics at extreme
old ages is detected in many other biolog-
ical species. In some species, the mortal-
ity plateau can occupy a sizable part of
their life (see Figure 1.5).

Biologists have been well aware of mor-
tality leveling-off since the 1960s. For
example, Lindop (1961) and Sacher (1966)
discussed mortality deceleration in mice.
Strehler and Mildvan (1960) considered
mortality deceleration at advanced ages as
a prerequisite for all mathematical models
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Figure 1.5 Mortality leveling-off in a population of
4,650 male house flies. Hazard rates were computed
using the life table of the house fly Musca domes-
tica, published by Rockstein & Lieberman (1959).

of aging. Later, Economos published a
series of articles claiming a priority in the
discovery of a “non-Gompertzian para-
digm of mortality” (Economos, 1979,
1980, 1983, 1985). He found that mortality
leveling-off is observed in rodents (guinea
pigs, rats, and mice) and invertebrates
(nematodes, shrimps, bdelloid rotifers,
fruit flies, and degenerate medusae
Campanularia Flexuosa). In the 1990s, the
phenomenon of mortality deceleration
and leveling-off became widely known
after publications demonstrated mortality
leveling-off in large samples of Drosophila
melanogaster (Curtsinger et al., 1992) and
medflies (Ceratitis capitata) (Carey et al.,
1992), including isogenic strains of
Drosophila (Curtsinger et al., 1992; Fukui
et al., 1993, 1996). Mortality plateaus at
advanced ages have been observed for
some other insects, including the house
fly (Musca vicina), blowfly (Calliphora
erythrocephala) (Gavrilov, 1980), fruit flies
(Anastrepha ludens, Anastrepha obliqua,
Anastrepha serpentine), parasitoid wasp
(Diachasmimorpha longiacaudtis) (Vaupel
et al, 1998), and bruchid beetle
(Callosobruchus maculates) (Tatar et al,
1993). Interestingly, the failure kinetics of
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manufactured products (steel samples,
industrial relays, and motor heat insula-
tors) also demonstrates the same “non-
aging” pattern at the end of their “life
span” (Economos, 1979).

The phenomenon of late-life mortality
leveling-off presents a theoretical chal-
lenge to many models and theories of
aging. One interesting corollary from
these intriguing observations is that there
seems to be no fixed upper limit for indi-
vidual life span (Gavrilov, 1984; Gavrilov
& Gavrilova, 1991; Wilmoth, 1997).5

This observation calls for a very
general explanation of this apparently
paradoxical “no aging at extreme ages”
phenomenon, which will be discussed
later in this chapter.

Another empirical observation, the
compensation law of mortality, in its
strong form refers to mortality conver-
gence, when higher values for the slope
parameter « (in the Gompertz function)
are compensated by lower values of the
intercept parameter R in different popu-
lations of a given species:

In(R) = In(M) — Ba

where B and M are universal species-
specific invariants.

Sometimes this relationship is also
called the Strehler-Mildvan correlation
(Strehler, 1978; Strehler & Mildvan, 1960),
although that particular correlation was
largely an artifact of the opposite biases in
parameters estimation caused by not tak-
ing into account the age-independent mor-
tality component, the Makeham term A
(see Gavrilov & Gavrilova, 1991; Golubey,
2004). Parameter B is called the species-

SNote that there is no mathematical limit to
life span, even with exponential growth of
mortality force (hazard rate). However, this
mathematical limit exists if the Gompertz law
of exponential growth is applied to probability
of death (Gavrilov & Gavrilova, 1991).
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specific life span (95 years for humans), and
parameter M is called the species-specific
mortality rate (0.5 year! for humans).
These parameters are the coordinates for
convergence of all the mortality trajecto-
ries into one single point (within a given
biological species), when extrapolated by
the Gompertz function (Gavrilov &
Gavrilova, 1979, 1991). This means that
high mortality rates in disadvantaged pop-
ulations (within a given species) are com-
pensated for by a low apparent “aging rate”
(longer mortality doubling period). As a
result of this compensation, the relative
differences in mortality rates tend to
decrease with age within a given biological
species (see Figure 1.6).
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Figure 1.6 Compensation law of mortality.

Convergence of mortality rates in different popula-
tions at advanced ages. Death rates (with removed
age-independent external mortality component,
Makeham parameter A) are plotted in a log scale as
a function of age in the following countries:

. India, 1941-1950, males; A = 0.00676 year~!

. Turkey, 1950-1951, males; A = 0.00472 year~!

. Kenya, 1969, males; A = 0.00590 year~!

. England and Wales, 1930-1932, females; A =
0.00246 year~1

5. Norway, 1956-1960, females; A = 0.00048 year~!

W=

Computed using data from the UN Demographic
Yearbook (1967; 1975). Adapted from Gavrilov &
Gavrilova, 2003b.

In those cases when the compensation
law of mortality is not observed in its
strong form, it may still be valid in its
weak form—i.e., the relative differences in
mortality rates of compared populations
tend to decrease with age in many species.
Explanation of the compensation law of
mortality is a great challenge for many
theories of aging and longevity (Gavrilov &
Gavrilova, 1991; Strehler, 1978).

There are some exceptions both from
the Gompertz law of mortality and the
compensation law of mortality that
have to be understood and explained.
There were reports that in some cases,
the organisms die according to the
Weibull (power) law (Eakin et al., 1995;
Hirsch & Peretz, 1984, Hirsch et al,
1994; Janse et al, 1988; Ricklefs &
Scheuerlein, 2002; Vanfleteren et al,
1998). The Weibull law is more com-
monly applicable to technical devices
(Barlow & Proschan, 1975; Rigdon &
Basu, 2000; Weibull, 1951), whereas
the Gompertz law is more common in
biological systems (Finch, 1990; Gavrilov
& Gavrilova, 1991; Strehler, 1978).
Comparative meta-analysis of 129 life
tables for fruit flies as well as 285 life
tables for humans demonstrates that the
Gompertz law of mortality provides a
much better data fit for each of these
two biological species compared to the
Weibull law (see Gavrilov & Gavrilova,
1991, pp. 55-56, 68-72). Possible explana-
tions for why organisms prefer to die
according to the Gompertz law and tech-
nical devices typically fail according to
the Weibull law are provided elsewhere
(Gavrilov & Gavrilova, 1991, 2001b) and
will be discussed later in this chapter (see
Sections V-VI).

Thus, a comprehensive theory of
species aging and longevity should pro-
vide answers to the following questions:

1. Why do most biological species
deteriorate with age (i.e., die more often as
they grow older), whereas some primitive
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organisms do not demonstrate such a clear
mortality growth with age (Austad, 2001;
Finch, 1990; Haranghy & Balazs, 1980;
Martinez, 1998)?

2. Specifically, why do mortality rates
increase exponentially with age in many
adult species (Gompertz law)? How should
we handle cases when the Gompertzian
mortality law is not applicable?

3. Why does the age-related increase
in mortality rates vanish at older ages?
Why do mortality rates eventually
decelerate compared to predictions of the
Gompertz law, demonstrating mortality
leveling-off and a late-life mortality
plateau?

4. How do we explain the so-called
compensation law of mortality (Gavrilov
& Gavrilova, 1991)?

Any comprehensive theory of human
aging has to explain these last three
rules, known collectively as mortality, or
failure, laws. And reliability theory, by
way of a clutch of equations, covers all of
them (Gavrilov & Gavrilova, 1991,
2001b), as will be discussed later.

C. Loss of Redundancy (e.g., Cell
Numbers) with Age

Many age changes in living organisms
can be explained by cumulative effects of
cell loss (either physical or functional)
over time. For example, such very com-
mon phenomenon as hair graying with
age is caused by depletion of hair follicle
melanocytes (Commo et al, 2004).
Melanocyte density in human epidermis
declines gradually with age, at a rate of
approximately 0.8 percent per year
(Gilchrest et al., 1979). Hair graying is a
relatively benign phenomenon, but
cell loss can also lead to more serious
consequences.

Recent studies suggest that such con-
ditions as atherosclerosis, atherosclerotic
inflammation, and consequent throm-
boembolic complications could be linked
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to age-related exhaustion of progenitor
cells responsible for arterial repair
(Goldschmidt-Clermont, 2003; Libby,
2003; Rauscher et al, 2003). Taking
these progenitor cells from young
mice and adding them to experimental
animals prevents atherosclerosis progres-
sion and atherosclerotic inflammation
(Goldschmidt-Clermont, 2003; Rauscher
et al., 2003).

Age-dependent decline in cardiac func-
tion has recently been linked to the fail-
ure of cardiac stem cells to replace dying
myocytes with new functioning cells
(Capogrossi, 2004). Also, it was found
that aging-impaired cardiac angiogenic
function could be restored by adding
endothelial precursor cells derived from
young bone marrow (Edelberg et al,
2002).

Chronic renal failure is found to be
associated with a decreased number of
endothelial progenitor cells (Choi, 2004).
People with diminished numbers of
nephrons in their kidneys are more likely
to suffer from hypertension (Keller et al,,
2003), and the number of glomeruli
decreases with human age (Nyengaard &
Bendtsen, 1992).

Humans generally lose 30 to 40 per-
cent of their skeletal muscle fibers by age
80 (Leeuwenburgh, 2003), which con-
tributes to such adverse health outcomes
as sarcopenia and frailty. Loss of striated
muscle cells in such places as the rhab-
dosphincter, from 87.6 percent in a
5-week-old child to only 34.2 percent in
a 91-year-old person, has obvious impli-
cations for urological failure: inconti-
nence (Strasser et al., 2000).

A progressive loss of dopaminergic
neurons in substantia nigra results
in Parkinson’s disease, loss of GABAergic
neurons in striatum produces Huntington’s
disease, loss of motor neurons is respon-
sible for amyotrophic lateral sclerosis,
and loss of neurons in the cortex causes
Alzheimer’s disease over time (Baizabal
et al.,, 2003). A study of cerebella from
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normal males age 19 to 84 revealed that
the global white matter was reduced by
26 percent with age, and a selective
40 percent loss of both Purkinje and
granule cells was observed in the anterior
lobe (Andersen et al., 2003).

Furthermore, a 30 percent loss of vol-
ume, mostly due to a cortical volume
loss, was found in the anterior lobe,
which is predominantly involved in
motor control (Andersen et al, 2003).
Even if the loss of the volume in various
brain regions is caused by cell atrophy
rather than cell death, it is still indica-
tive for the loss of redundancy (reserve
capacity) with age.

Loss of cells with age is not limited to
the human species; it is observed in other
animals as well. For example, a nematode
C. elegans demonstrates a gradual, pro-
gressive deterioration of muscle, resem-
bling human sarcopenia (Herndon et al,
2002). The authors of this study also found
that the behavioral ability of nematode
was a better predictor of life expectancy
than chronological age.

Interestingly, recent studies have
found that caloric restriction can prevent
cell loss (Cohen et al., 2004; McKiernan
et al.,, 2004), which may explain why
caloric restriction delays the onset of
numerous age-associated diseases and
can significantly increase life span in
mammals (Masoro, 2003). It should be
acknowledged, however, that the hypoth-
esis that aging occurs largely because
of cell loss remains a subject of debate
(Van Zant & Liang, 2003).

In terms of reliability theory, the loss
of cells with age is a loss of system
redundancy, and therefore this chapter
will focus further on the effects of redun-
dancy loss on system aging and failure.
Note that the loss of redundancy does
not necessarily imply losing cell num-
bers, because the loss of cell functional-
ity (decrease in proportion of functional
cells) could produce the same adverse
health outcomes with age.

IV. Explanations of Aging
Phenomena Using Reliability
Theory

A. Problem of the Origin of Aging

The aging period for most species occu-
pies the greater part of their life span,
therefore any model of mortality must
explain the existence of this period. It
turns out that the phenomena of mortal-
ity increase with age and the subsequent
mortality leveling-off is theoretically pre-
dicted to be an inevitable feature of all
reliability models that consider aging as a
progressive accumulation of random dam-
age (Gavrilov & Gavrilova, 1991). The
detailed mathematical proof of this pre-
diction for some particular models is pro-
vided elsewhere (Gavrilov & Gavrilova,
1991, 2001b) and is briefly described in
the next sections of this chapter.

The simplest schema, which demon-
strates an emergence of aging in a redun-
dant system, is presented in Figure 1.7.

If the destruction of an organism occurs
not in one but in two or more sequential
random stages, this is sufficient for the
phenomenon of aging (mortality increase)
to appear and then to vanish at older ages.
Each stage of destruction corresponds to
one of the organism’s vitally important
structures being damaged. In the simplest

Damage
[ ——— . Defect
No redundancy Death
; Damage
| ———
Defect

Redundancy Damage accumulation

(aging)

Figure 1.7 Redundancy creates both damage toler-
ance and damage accumulation (aging).
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organisms with unique critical structures,
this damage wusually leads to death.
Therefore, defects in such organisms do
not accumulate, and the organisms them-
selves do not age—they just die when
damaged. For example, the inactivation of
microbial cells and spores exposed to a
hostile environment (such as heat) follows
approximately a non-aging mortality
kinetics; their semi-logarithmic survival
curves are almost linear (Peleg et al,
2003). This observation of non-aging sur-
vival dynamics is extensively used in
the calculation of the efficacy of steriliza-
tion processes in medicine and food
preservation (Brock et al, 1994; Davis
et al, 1990; Jay, 1996). A similar non-
aging pattern of inactivation kinetics is
often observed for viruses (Andreadis &
Palsson, 1997; Kundi, 1999) and enzymes
(Gouda et al., 2003; Kurganov, 2002.).

In more complex systems with many
vital structures and significant redun-
dancy, every occurrence of damage does
not lead to death (unless the environment
is particularly hostile). Defects accumu-
late, therefore, giving rise to the phenom-
enon of aging (mortality increase). Thus,
aging is a direct consequence (tradeoff) of
a system’s redundancies, which ensure
increased reliability and an increased life
span of more complex organisms. As
defects accumulate, the redundancy in
the number of elements finally disap-
pears. As a result of this redundancy
exhaustion, the organism degenerates
into a system with no redundancy (that
is, a system with elements connected in
series, in which any new defect leads to
death). In such a state, no further accu-
mulation of damage can be achieved, and
the mortality rate levels off.

The positive effect of a system’s redun-
dancy 1is damage tolerance, which
decreases the risk of failure (mortality)
and increases life span. However, damage
tolerance makes it possible for damage to
be tolerated and accumulated over time,
thus producing the aging phenomenon.
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The next section provides a mathemat-
ical illustration of these ideas.

B. A Simple Model with Parallel
Structure

In this section we show that a system
built of non-aging components demon-
strates an aging behavior (mortality
growth with age) and subsequent mortal-
ity leveling-off.

Consider a parallel system built of n
non-aging elements with a constant fail-
ure rate k and reliability (survival) func-
tion e kX (see also Figure 1.3B). In this
case, the reliability function of the entire
parallel system is as follows (see also
Section II.D):

Sx)=1—-(1—-p=1-(1—-e ke

This formula corresponds to the simplest
case when the failure of elements is statis-
tically independent. More complex models
would require specific assumptions or
prior knowledge of the exact type of the
interdependence in the elements’ failure.
One of such models known as “the model
of the avalanche-like destruction” is
described elsewhere (see pp. 246-251 in
Gavrilov & Gavrilova, 1991).

Consequently, the failure rate of the
entire system, u(x), can be written as
follows:

Ix] = — dS(x)  nke ™l—e !
BT T 8xdx 1= (1 — e R
~ nann—l

when x << 1/k (early-life period approxi-
mation, when 1 — e &% =~ kx);

=~k

when x >> 1/k (late-life period approxi-
mation, when 1—ekx =~ 1),

Thus, the failure rate of a system ini-
tially grows as a power function of age
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(the Weibull law). Then, the tempo at
which the failure rate grows declines,
and the failure rate approaches asymptot-
ically an upper limit equal to k. Here we
should pay attention to three significant
points. First, a system constructed of
non-aging elements is now behaving like
an aging object; that is, aging is a direct
consequence of the redundancy of the
system (redundancy in the number of
elements). Second, at very high ages, the
phenomenon of aging apparently disap-
pears (failure rate levels off) as redun-
dancy in the number of elements
vanishes. The failure rate approaches an
upper limit, which is totally independent
of the initial number of elements but
coincides with the rate of their loss
(parameter k). Third, the systems with
different initial levels of redundancy
(parameter n) will have very different
failure rates in early life, but these differ-
ences will eventually vanish as failure
rates approach the upper limit deter-
mined by the rate of elements’ loss
(parameter k). Thus, the compensation
law of mortality (in its weak form) is an
expected outcome of this illustrative
model.

Note also that the identical parallel
systems in this example do not die simul-
taneously when their elements fail by
chance. A common view in biology is the
idea that all members of a homogeneous
population in a hypothetical constant
environment should have identical life
spans (die simultaneously) so that the sur-
vival curve of such a population would
look like a rectangle. This idea stems
from the basic principles of quantitative
genetics, which assume implicitly that
every animal of a given genotype has the
same genetically determined life span so
that all variation of survival time around
a genotype mean results from the envi-
ronmental variance. George Sacher (1977)
pointed out that this concept is not appli-
cable to longevity and used an analogy
with radioactive decay in his arguments.

Even the simplest parallel system has a
specific life span distribution determined
entirely by a stochastic nature of the
aging process. In order to account for
this stochasticity, it was proposed that
researchers use a stochastic variance com-
ponent of life span in addition to genetic
and environmental components of pheno-
typic life span variance (Gavrilov &
Gavrilova, 1991). The stochastic nature of
a system’s destruction also produces het-
erogeneity in an initially homogeneous
population. This kind of induced hetero-
geneity was observed in isogenic strains of
nematodes in which aging resulted in sub-
stantial heterogeneity in behavioral capac-
ity among initially homogeneous worms
kept in controlled environmental condi-
tions (Herndon et al., 2002).

The graph shown in Figure 1.8 depicts
mortality trajectories for five systems
with different degrees of redundancy.

System 1 has only one unique element
(no redundancy), and it has the highest
failure rate, which does not depend on
age (no aging). System 2 has two ele-
ments connected in parallel (one extra
element is redundant), and the failure
rate initially increases with age (aging
appears). The apparent rate of aging can
be characterized by a slope coefficient
that is equal to 1. Finally, the failure rate
levels off at advanced ages. Systems 3, 4,
and 5 have, respectively, three, four, and
five elements connected in parallel (two,
three, and four extra elements are redun-
dant), and the failure rate initially
increases with age at an apparent aging
rate (slope coefficient) of 2, 3, and 4,
respectively. Finally, the mortality trajec-
tories of each system level off at
advanced ages at exactly the same upper
limit to the mortality rate.

This computational example illustrates
the following general ideas: (1) Aging is a
direct consequence of a system’s redun-
dancy, and the expression of aging is
directly related to the degree of a system’s
redundancy. Specifically, an apparent
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Figure 1.8 Failure kinetics of systems with differ-
ent levels of redundancy. The dependence of the log-
arithm of mortality force (failure rate) on the
logarithm of age in five systems with different levels
of redundancy (computer simulation experiment).
Dependence 1 is for the system containing only one
unique element (no redundancy). Dependence 2 is
for the system containing two elements connected
in parallel (degree of redundancy = 1). Dependencies
3, 4, and 5 are for systems containing, respectively,
three, four, and five elements connected in parallel
(with increasing levels of redundancy). The scales for
mortality rates (vertical axis) and for age (horizontal
axis) are presented in dimensionless units (u/k) for
mortality rates and kx for age to ensure the general-
izability of the results (invariance of graphs on fail-
ure rate of the elements in the system, parameter k).
Also, the log scale is used to explore the system
behavior in a wide range of ages (0.01 to 10 units)
and failure rates ( 0.00000001 to 1.0 units). Adapted
from Gavrilov & Gavrilova, 2003b, 2004c.

relative aging rate is equal to the degree
of redundancy in parallel systems. (2) All
mortality trajectories tend to converge
with age so that the compensation law of
mortality is observed. (3) All mortality
trajectories level off at advanced ages, and
a mortality plateau is observed. Thus, the
major aging phenomena (aging itself,
the compensation law of mortality, late-
life mortality deceleration, and late-life
mortality plateaus) are already observed
in the simplest redundant systems.
However, to explain the Gompertz law of
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mortality, an additional idea should be
taken into account (see the next section).

V. The Idea of High Initial
Damage Load: The HIDL
Hypothesis

In 1991, Gavrilov and Gavrilova sug-
gested an idea that early development of
living organisms produces an exception-
ally high load of initial damage, which is
comparable with the amount of subse-
quent aging-related deterioration accu-
mulating during the rest of the entire
adult life.

This idea of High Initial Damage Load
(the HIDL hypothesis) predicts that even
small progress in optimizing the early
developmental processes can potentially
result in a remarkable prevention of
many diseases in later life, postponement
of aging-related morbidity and mortality,
and significant extension of healthy life
span (Gavrilov & Gavrilova, 1991, 2001b,
2003b, 2004a). Thus, the idea of early-life
programming of aging and longevity may
have important practical implications for
developing early-life interventions in
promoting health and longevity.

Although this idea may look like a
counterintuitive assumption, it fits well
with many empirical observations on
massive cell losses in early development.
For example, the female human fetus at
age 4 to 5 months possesses 6 to 7 mil-
lion eggs (oocytes). By birth, this number
drops to 1 to 2 million and declines even
further. At the start of puberty in normal
girls, there are only 0.3 to 0.5 million
eggs—only 4 to 8 percent of initial num-
bers (Finch & Kirkwood, 2000; Gosden,
1985; Wallace & Kelsey, 2004). It is now
well established that the exhaustion of
the ovarian follicle numbers over time is
responsible for menopause (reproductive
aging and failure), and women having
higher ovarian reserve have longer repro-
ductive life span (Wallace & Kelsey,
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2004). When young ovaries were trans-
planted to old post-reproductive mice,
their reproductive function was restored
for a while (Cargill et al., 2003). This
example illustrates a general idea that
aging occurs largely because of cell loss,
which starts early in life.

Massive cell losses in early develop-
ment create differences between organ-
isms in the numbers of remaining cells,
which can be described by the binomial
distribution or, at particularly high
levels of cell losses, by the Poisson distri-
bution. This, in turn, can produce a
quasi-exponential (Gompertzian) pattern
of age-specific mortality kinetics with
a subsequent mortality deceleration
(Gavrilov & Gavrilova, 1991). In some
species, including C. elegans, the devel-
opmental loss of cells seems to be very
precise. If adult individuals are identical
in the initial numbers of functional cells,
one can expect that mortality kinetics in
such cases would be closer to the
Weibull law rather than the Gompertz
law. However, the Gompertz law also
can be expected for initially identical
organisms if the critical vital organs
within a given organism differ by their
cell numbers (Gavrilov & Gavrilova,
1991, pp. 252-264; 2001b).

Mathematical proof for this statement
was published elsewhere (see Gavrilov &
Gavrilova, 1991, pp. 264-272) and will be
briefly summarized in Section VI. Here
we concentrate on the substantive dis-
cussion of the idea of high initial damage
load in biological systems.

A. Differences Between Biological and
Technical Systems

Biological systems are different from tech-
nical devices in at least two aspects. The
first fundamental feature of biological sys-
tems is that, in contrast to technical (arti-
ficial) devices that are constructed out of
previously manufactured and tested com-
ponents, organisms form themselves in

ontogenesis through a process of self-
assembly out of de novo forming and
externally untested elements (cells).
Moreover, because organisms are formed
from a single cell, any defects in early life
such as deleterious mutations or deleteri-
ous epigenetic modifications (i.e., genomic
imprinting) can proliferate by mechanism
of clonal expansion, forming large clusters
of damaged cells. This proliferation of
defects during development of biological
systems can make them highly damaged
by the time they are formed.

The second property of organisms is
the extraordinary degree of miniaturiza-
tion of their components (the micro-
scopic dimensions of cells as well as the
molecular dimensions of information
carriers like DNA and RNA), permitting
the creation of a huge redundancy in the
number of elements. Thus, we can
expect that for living organisms, in dis-
tinction to many technical (manufac-
tured) devices, the reliability of the
system is achieved not by the high initial
quality of all the elements but by their
huge numbers (redundancy).

The fundamental difference in the
manner in which the system is formed
(external assembly in the case of techni-
cal devices and self-assembly in the case
of biological systems) has two important
consequences. First, it leads to the macro-
scopicity of components in technical
devices compared to biosystems, since
technical devices are assembled “top-
down” with the participation of a macro-
scopic system (man) and must be suitable
for this macroscopic system to use (i.e.,
commensurate with man). Organisms, on
the other hand, are assembled “bottom-
up” from molecules and cells, resulting
in an exceptionally high degree of minia-
turization of the component parts.
Second, since technical devices are
assembled under the control of man, the
opportunities to pretest components
(external quality control) are incompara-
bly greater than in the self-assembly of
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biological systems. This inevitably leads
to organisms being “littered” with a great
number of defective elements. As a
result, the reliability of technical devices
is assured by the high quality of elements
(fault avoidance), with a strict limit on
their numbers because of size and cost
limitations, whereas the reliability of bio-
logical systems is assured by an excep-
tionally high degree of redundancy to
overcome the poor quality of some ele-
ments (fault tolerance).

B. Some Examples Illustrating the HIDL
Hypothesis

The idea that living organisms start their
lives with a large number of defects is
not a new one. Biological justification for
this idea was discussed by Dobzhansky,
who noted that, from the biological per-
spective, Hamlet’s “thousand natural
shocks that flesh is heir to” was an
underestimate and that in reality “the
shocks are innumerable” (1962, p. 126).

Recent studies have found that troubles
in human life start from the very begin-
ning: the cell-cycle checkpoints (which
ensure that cells will not divide until
DNA damage is repaired and chromoso-
mal segregation is complete) do not oper-
ate properly at the early, cleavage stage in
human embryos (Handyside & Delhanty,
1997). This produces mosaicism of the
preimplantation embryo, where some
embryonic cells are genetically abnormal
(McLaren, 1998), with potentially devas-
tating consequences in later life.

Most of the DNA damage caused by
copy errors during DNA replication also
occurs in early life because most cell
divisions happen in early development.
As a result of extensive DNA damage in
early development, many apparently nor-
mal tissues of young organisms have a
strikingly high load of mutations, includ-
ing abundant oncogenic mutations and
frequent clones of mutated somatic cells
(Cha et al, 1994, Deng et al, 1996;
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Jonason et al., 1996; Khrapko et al., 2004,
Nekhaeva et al., 2002).

Loss of telomeres, eventually leading to
such outcomes as genomic instability, cell
death (apoptosis), cell senescence, and per-
haps to organism’s aging (Kim et al., 2002),
also begins before birth, and it is directly
linked to DNA replication during cell divi-
sions, which are particularly intensive at
early stages of growth and development
(Collins & Mitchell, 2002; DePinho &
Wong, 2003; Forsyth et al, 2002; Kim
et al, 2002). In humans, the length of
telomeres declines precipitously before the
age of 4 (by 25 percent) and then declines
further very slowly (Hopkin, 2001).

Another potential source of extensive
initial damage is the birth process itself.
During birth, the future child is first
deprived of oxygen by compression of
the umbilical cord (Moffett et al, 1993)
and suffers severe hypoxia (often with
ischemia and asphyxia). Then, just after
birth, a newborn child is exposed to oxida-
tive stress because of acute reoxygenation
while starting breathing. It is known that
acute reoxygenation after hypoxia may
produce an extensive oxidative damage
through the same mechanisms that also
produce ischemia-reperfusion injury (IRI)
and asphyxia-reventilation injury (Martin
et al., 2000). Asphyxia is a common occur-
rence in the perinatal period, and asphyx-
ial brain injury is the most common
neurologic abnormality in the neonatal
period (Dworkin, 1992) that may manifest
in neurologic disorders in later life. The
brain damage that occurs after asphyxia
may cause long-term neurological conse-
quences in full-term infants (Volpe, 2000)
and lead to cerebral palsy, epilepsy, and
mental retardation (Hack & Fanaroff,
2000; Hjalmarsson et al., 1988, pp. 28-36).
Perhaps the rare geniuses are simply those
lucky persons whose early-life brain dam-
age was less extensive than the “normal”
level. Thus, using Hamlet’s metaphor,
we may conclude that humans “suffer
the slings and arrows of outrageous
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fortune” and have “a sea of troubles” from
the very beginning of their lives.

It follows from this concept of HIDL
that even small progress in optimizing
the processes of ontogenesis and increas-
ing the numbers of initially functional
elements can potentially result in a
remarkable fall in mortality and a signifi-
cant improvement in life span. This opti-
mistic prediction is supported by
experimental evidence (in laboratory
mice) of increased offspring life span if
future parents are fed antioxidants,
which presumably result in protection of
parental germ cells against oxidative
damage (Harman & Eddy, 1979).

From this point of view, parental charac-
teristics determining the quality of the
gametes, and especially maternal charac-
teristics determining the accuracy of the
early stages of development, would be
expected to have significant influence on
the life span of the offspring, which may
be in some cases even stronger than the
effect of these same properties of the off-
spring themselves. In other words, the reli-
ability concept leads us to a paradoxical
conjecture: sometimes a better predictor
of life span may be found not among the
characteristics of the organism itself but
among the characteristics of its parents.

Gavrilov & Gavrilova (1991) tested this
counterintuitive prediction using data on
life span and metabolic characteristics of
21 inbred and F;-hybrid mouse genotypes
(several hundred mice) published by

Sacher & Duffy (1979). It was found
that the six traits (body weight and resting
and average metabolic rates both at young
and old ages) of parental genotypes
explained 95 percent of variation in mean
life span between 16 F;-hybrid mice geno-
types, whereas the same six traits of hybrid
mice themselves explained only 25 percent
of variation in their mean life span
(Gavrilov & Gavrilova, 1991, pp. 175-182).
The highest mean life span was observed
in the progeny of those parents who had
the lowest resting metabolic rate at young
age. This observation is consistent with a
hypothesis that the differences in progeny
life span could be linked to the rates of
oxidative DNA damage in parental germ
cells. Interestingly, the resting metabolic
rate measured in young progeny itself was
not predictive for progeny life span (see
Table 1.1).

Thus, certain parameters (such as rest-
ing metabolic rate at young age) meas-
ured in parents could be better predictors
of progeny life span compared to the
same parameters measured among the
progeny itself.

The concept of high initial damage load
also predicts that early-life events may
affect survival in later adult life through
modulating the level of initial damage.
This prediction proved to be correct for
such early-life indicators as parental age
at a person’s conception (Gavrilov &
Gavrilova, 1997, 2000, 2003a; Gavrilova
et al., 2003) and the month of a person’s

Table 1.1
Parental Resting Metabolic Rates at Young Age Are Better Predictors of Life Span of Mice Progeny
Than the Resting Metabolic Rates (RMR) Measured in Progeny Itself*

Variable Regression Standard Error t-value p-value
Coefficient

Maternal RMR —1054 252 —4.18 0.001

Paternal RMR —795 254 -3.13 0.009

Progeny RMR 42 205 0.20 0.843

*Parameter values for linear regression of progeny life span on parental and progeny resting metabolic rate measured at
young age (RMR) for 16 genotypes of F;-hybrid mice. Computed using data published by Sacher & Duffy (1979).
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birth (Doblhammer & Vaupel, 2001;
Gavrilov & Gavrilova, 1999, 2003a;
Gavrilova et al., 2003). The month of
birth may influence a person’s life span
through early-life exposure to seasonal
vitamin deficiencies and seasonal infec-
tions during critical periods of child devel-
opment (Gavrilov & Gavrilova, 2001a). It
is known that deficiencies of vitamins
B-12, folic acid, B-6, niacin, and vitamins
C and E appear to mimic radiation in
damaging DNA by causing single- and
double-stand breaks, oxidative lesions, or
both (Ames, 2004). Vitamin deficiencies
had profound seasonality in the past when
contemporary adults were born, and these
deficiencies may be particularly harmful
at the early stages of human development
(Gavrilov & Gavrilova, 2001a).

There is mounting evidence now in sup-
port of the idea of fetal origins of adult
degenerative diseases (Barker, 1998; Kuh &
Ben-Shlomo, 1997; Leon et al, 1998,
Lucas et al., 1999) and early-life program-
ming of aging and longevity (Gavrilov &
Gavrilova, 1991, 2001a, 2003a,b). Women
may be particularly sensitive to early-life
exposures because they are mosaics of two
different cell types (one with active pater-
nal X chromosome and one with active
maternal X chromosome), and the pattern
of this mosaic is determined early in life.
Indeed, this conjecture of stronger female
response to early-life exposures is con-
firmed for such early-life predictors of
adult life span as paternal age at a person’s
conception (Gavrilov & Gavrilova, 1997,
2000, 2003a, 2004a; Gavrilova et al., 2003)
and the month of a person’s birth
(Gavrilov & Gavrilova, 2003a; Gavrilova
et al., 2003).

VI. Reliability Models of Aging
for Biological Systems

It was demonstrated in Section IV that
the aging phenomenon emerges when a
system gains some redundancy (reserves).
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The failure rate of a simple parallel sys-
tem built of non-aging elements
increases with age, although the initial
failure kinetics follows the Weibull law
rather then the Gompertz law. This limi-
tation of the model is rooted in the
assumption that the system is built of
initially ideal structures where all ele-
ments are functional from the outset.
This standard assumption may be justi-
fied for technical devices manufactured
from pretested components, but it is not
justified for living organisms, presum-
ably replete with defects, for the reasons
described earlier. Gavrilov and Gavrilova
(1991) proposed a family of reliability
models based on the idea of initial dam-
age load, which allows us to explain all
three major laws of biological aging and
mortality: the Gompertz law, the late-life
deceleration law, and the compensation
law of mortality (mortality convergence
at advanced ages). A brief description of
these models is provided below.

A. Highly Redundant System Replete
with Defects

The simplest model in this family of
reliability models is the model of a
series-parallel structure with distributed
redundancy within the organism (see
Gavrilov & Gavrilova, 1991, pp. 252-264;
2001b). If distribution of subsystems
within the organism according to ini-
tially functional elements can be
described by the Poisson law because of
high initial damage load, then the failure
rate of such series-parallel systems can
be approximated initially by the expo-
nential (Gompertz) law with subsequent
mortality leveling-off.

According to this model, the compen-
sation law of mortality is inevitable if
the “true aging rate” (relative rate of ele-
ments’ loss) is similar in different popu-
lations of a given species (presumably
because of homeostasis—stable body
temperature, glucose concentration, etc.).
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This suggested explanation leads to an
interesting testable prediction that for
lower organisms with poor homeostasis,
there may be deviations from the com-
pensation law of mortality.

B. Partially Damaged Redundant System

The simplest model, which was described
earlier, assumed an extremely high level
of initial damage load. In a more general
model, the distribution of subsystems in
the organism according to the number of
initially functional elements is described
by the binomial rather than Poisson dis-
tribution. In this case, the failure rate of a
system initially follows the binomial fail-
ure law (Gavrilov & Gavrilova, 1991,
2001Db).

Thus, if the system is not initially
ideal, the failure rate in the initial period
of time grows exponentially with age,
according to the Gompertz law. A numer-
ical example provided in Figure 1.2 shows
that increase in the initial system’s dam-
age load (initial virtual age) converts the
observed mortality trajectory from the
Weibull to the Gompertz one. The model
also explains the compensation law of
mortality and mortality leveling-off later
in life (see Gavrilov & Gavrilova, 1991,
2001Db).

Thus, both reliability models described
here provide an explanation for a general
pattern of aging and mortality in biologi-
cal species: the exponential growth of
failure rate in the initial period, with the
subsequent mortality deceleration and
leveling-off, as well as the compensation
law of mortality.

C. Heterogeneous Population
of Redundant Organisms

The models discussed so far examined a
situation in which series-connected vital
subsystems (blocks) have varying degrees
of redundancy within each organism,
while no additional assumptions were

made about possible initial differences
between the organisms themselves. In a
more general case, the population hetero-
geneity needs to be taken into account
because there is a large variation in the
numbers of cells for the organisms of the
same species (Finch & Kirkwood, 2000).
The model of heterogeneous redundant
systems (Gavrilov & Gavrilova, 1991, pp.
264-272) demonstrates that taking into
account the heterogeneity of the popula-
tion also provides an explanation for all
the basic laws of mortality. This model
assumes that there is a distribution of
organisms with regard to their initial
redundancy levels (e.g., number of func-
tional cells) within a population under
study. If this distribution is close to either
the binomial or the Poisson distribution,
then a quasi-exponential (Gompertzian)
pattern of mortality increase with age is
expected initially, with subsequent mor-
tality leveling-off (Gavrilov & Gavrilova,
1991, pp. 264-272).

Figure 1.9 shows computed data for a
model in which organisms have a differ-
ent number of elements (connected in
parallel) and are distributed by their
redundancy levels according to the
Poisson distribution law, with the mean
number of elements equal to \.

Note that the dependence of the loga-
rithm of failure rate on age is almost a
linear one, indicating that the initial fail-
ure kinetics is indeed close to the
Gompertz law. This initial Gompertzian
period of failure rate growth can be easily
extended for the organism’s entire life
span in the case of more complex sys-
tems with many vital components (built
of parallel elements), each being critical
for survival (serial connection of a large
number of components; see Section II.D).

Figure 1.9 also demonstrates that the
populations of organisms with higher
mean levels of redundancy (parameter \)
have lower death rates, but these death
rates are growing steeper with age (the
compensation law of mortality).
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D. Accumulation of Defects with
Constant Rate of Damage Flow

Another reliability model of aging is
obtained after a critical reinterpretation
of the assumptions underlying the previ-
ously described models. In fact, these
models contain an assumption that the
death of the organism occurs only when
all the elements in a block fail. It is pos-
sible that this hypothesis may be justi-
fied in a number of cases for some of the
organism’s subsystems. However, in the
majority of cases, the hypothesis seems
contentious. For example, it is hard to
imagine that a single surviving liver cell
(hepatocyte) can assume the functions of
an entire destroyed liver. Significantly
more realistic is the hypothesis that the
system initially contains an enormous
number of elements that greatly exceeds
the critical number of defects, leading to
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the death of the organism. In this case,
we arrive at a schema for the accumula-
tion of damage in which the rate of dam-
age flow (equal to the product of the
number of elements and their failure
rate) turns out to be practically constant
in view of the incommensurability of the
number of elements and the permitted
number of defects (see Gavrilov &
Gavrilova, 1991, pp. 272-276).

This model also allows us to take into
account the influence of living condi-
tions on the value of the critical number
of defects incompatible with the survival
of the organism. The key to the solution
of this problem is the replacement of the
parallel connection hypothesis (assumed
in previous models) with the more realis-
tic assumption that there exists a critical
number of defects incompatible with the
survival of the organism. In this case, it
is natural to expect that under harsher
conditions, the critical number of defects
leading to death might be less than under
more comfortable living conditions. In
particular, in the wild, when an animal is
deprived of care and forced to acquire its
own food as well as to defend itself
against predators, the first serious dam-
age to the organism can lead to death. It
is therefore not surprising that the mor-
tality of many animals (in particular,
birds) is practically independent of age in
the wild. This follows directly from the
single-stage destruction of the organism
model. On the other hand, the greater
the number of defects the organism can
accumulate while remaining alive, the
greater its life span will be.

The standard model of defect accumula-
tion with constant rate of damage flow
predicts that at the initial moment in
time, mortality grows according to a
power (Weibull) law of mortality. If we
assume that distribution of living organ-
isms according to the number of defects
they have is described by the Poisson law,
then at the initial moment in time, this
model leads to the binomial law of
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mortality. In this model, the compensa-
tion law of mortality can be obtained both
as a result of variation in the degree to
which the organisms are initially dam-
aged, and of variation in the critical num-
ber of defects, dependent on the harshness
of living conditions (see Gavrilov &
Gavrilova, 1991, pp. 272-276).

Summarizing this brief review of
reliability models, note the striking simi-
larity between the conclusions of the
considered models. All these models pre-
dict a mortality deceleration, no matter
what assumptions are made regarding
initial population heterogeneity or its
complete initial homogeneity. Moreover,
these reliability models of aging produce
mortality plateaus as inevitable out-
comes for any values of considered
parameters. The only constraint is that
the elementary steps of the multistage
destruction process of a system should
occur by chance only, independent of
age. The models also predict that an ini-
tially homogeneous population will
become highly heterogeneous for risk of
death over time (acquired heterogeneity).
The similarity of conclusions obtained
from several different models means that
it is impossible on the basis of the estab-
lished mortality phenomena to uncover
the correct mechanism behind the age-
related destruction of organisms, and fur-
ther studies are necessary to discriminate
between the competing models.

One can of course derive no pleasure
from this circumstance, but there are
two reasons that give ground for opti-
mism. First, the different models seem to
lead to very similar interpretations of
certain mortality phenomena. For exam-
ple, the compensation law of mortality is
only possible when the relative rate of
redundancy loss is the same in all popu-
lations of a given species. This interpre-
tation of the compensation law of
mortality is not only a feature of the
models described in this chapter but also
of other models (Gavrilov, 1978; Gavrilov

et al., 1978; Strehler & Mildvan, 1960).
The existence of a multitude of compet-
ing models is therefore compatible with
the reliable and meaningful interpreta-
tion of a number of mortality phenom-
ena because variability of models does
not preclude their agreement on a num-
ber of issues. Second, if different models
lead to the same formulas—for example
the binomial law of mortality—this
merely makes the problem of interpret-
ing results more complicated for the the-
oretician, but significantly facilitates the
work for the experimenter. Indeed, for
the analysis of data, it is preferable to use
a formula that is supported not by a sin-
gle model but by a whole family of mod-
els that encompass a wide spectrum of
possible situations.

VII. Evolution of Species
Reliability

Reliability theory of aging is perfectly
compatible with the idea of biological
evolution, and it helps to identify key
components that may be important
for evolution of species reliability and
durability (longevity): initial redundancy
levels, initial damage load, rate of
redundancy loss, and repair potential.
Moreover, reliability theory helps evolu-
tionary theories explain how the age of
onset of diseases caused by deleterious
mutations could be postponed to later
ages (as suggested by the mutation accu-
mulation theory of aging)—this could be
easily achieved by a simple increase in
the initial redundancy levels (e.g., initial
cell numbers).

From the reliability perspective, the
increase in initial redundancy levels is
the simplest way to improve survival at
particularly early reproductive ages (with
gains fading at older ages). This exactly
matches with the higher fitness priority
of early reproductive ages emphasized
by evolutionary theories. Evolutionary
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and reliability ideas also help to under-
stand why organisms seem to “choose” a
simple but short-term solution to the
survival problem through enhancing the
systems redundancy, rather than a more
permanent but complicated solution
based on rigorous repair (with a potential
for negligible senescence).

It may be interesting and useful to
compare failure rates of different biologi-
cal species expressed in exactly the same
units of risk (risk of death per individual
per day). Returning back to the earlier
Figure 1.4, we can notice with some sur-
prise that the death rates of young vigor-
ous fruit flies kept in protected
laboratory conditions is as high as among
very old people! This indicates that fruit
flies from the very beginning of their
lives have very unreliable design com-
pared to humans. This observation also
tells us that young organisms of one
biological species may have the same
failure risk as old organisms of another
species—that is, being old for humans is
as good as being young for fruit flies.
Note that at extreme old ages, the death
rates of fruit flies are well beyond human
death rates (see Figure 1.4). In terms
of reliability models, this observation
suggests that fruit flies are made of less
reliable components (presumably cells),
which have higher failure rates compared
to human cells.

We can ask ourselves a question: is it a
general rule that shorter-lived biological
species should always have higher death
rates within comparable age groups (say,
within “young” or “old” age groups)?
Traditional evolutionary theories suggest
that indeed shorter-lived species should
have higher “intrinsic” death rates in
protected environments because these
rates are shaped in evolution through
selection pressure by death rates in the
wild (predation, starvation, etc.). In other
words, defenseless fruit flies in the wild
experience much higher death rates than
do humans; therefore a selection pressure
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to increase their “intrinsic” reliability
was less intensive compared to humans.
This traditional evolutionary paradigm
also says that birds live longer and have
lower “intrinsic” death rates because of
adaptation to flight, which improved
their survival in the wild and increased a
selection pressure to further decrease
“intrinsic” death rates (Austad, 2001).

Thus, if a bird (say, a finch) is compared
to a similar-sized shorter-lived mammal
(say, a rat), the expected picture should
be similar to Figure 1.4: a bird should
have lower death rates than a rat both in
the beginning and in the end of their
lives. Interestingly, this prediction of
traditional evolutionary paradigm could
be confronted with an alternative predic-
tion expected from a reliability paradigm.
Reliability paradigm predicts that birds
should be very prudent in redundancy of
their body structures (because it comes
with a heavy cost of additional weight,
making flight difficult). Therefore, a
flight adaptation should force the birds to
evolve in a direction of high reliability of
their components (cells) with low levels
of redundancy (cell numbers). Thus, relia-
bility paradigm predicts that “intrinsic”
death rates of birds in protected environ-
ments should be rather high at young
ages (because of low redundancy levels),
whereas at old ages their death rates
might be much lower than in other
species (because of higher reliability of
their cells). This suggestion of higher reli-
ability of avian cells agrees with the
recent findings of increased resistance
of these cells to oxidative stress and
DNA damage (Holmes & Ottinger, 2003;
Ogburn et al., 1998, 2001).

Figure 1.10 presents data on “intrin-
sic” mortality in Bengalese finches as
compared to rats for both species living
in protected environments.

Note that the death rates in both species
are very close to each other at young ages,
but later a mortality divergence occurs so
that old birds have much lower death rates
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Figure 1.10 Comparative mortality of rats and
Bengalese finches expressed in the same units of
mortality (per day). Data sources: Bengalese finch,
survival data for 39 birds of both sexes in captivity
(Eisner, 1967); Rats, survival data for 2,050 female
rats kept in a laboratory (Schlettwein-Gsell, 1970).

than old rats. These observations match
the predictions of a reliability paradigm
but not a traditional evolutionary explana-
tion discussed earlier (the initial death
rates for birds are much higher than
expected from the traditional evolutionary
perspective). Thus, a comparison of
species death rates may be useful for test-
ing different ideas on evolution of species
aging and reliability.

Another interesting observation comes
from a comparison of humans with
horses (see Figure 1.11). It could be
expected that shorter-lived horses should
have higher death rates than humans.
However, this prediction is only valid for
young ages. The data demonstrate that
an old horse is not much different from
an old man in terms of mortality risk
(see Figure 1.11). This example is oppo-
site to observations on finch-rat compar-
isons and demonstrates a mortality
convergence between two different bio-
logical species (man and horse) at older
ages. In terms of reliability models, this
observation may indicate that the rates
of the late stages of body destruction are

Horses

Hazard rate, day™, log scale
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Figure 1.11 Comparative mortality of humans and
horses expressed in the same units of mortality (per
day). Data sources: Humans, official Swedish
female life table for 1985; Horses, survival data for
2,742 thoroughbred mares (Comfort, 1958).

similar in horses and humans, whereas
the rates of the early stages of the aging
process are vastly different in these two
species.

These intriguing findings demonstrate
that there are promising opportunities for
further comparative studies on the evolu-
tion of species reliability and the merging
of the reliability and evolutionary theo-
ries of aging. This reliability-evolutionary
approach could be considered as further
development of the earlier compara-
tive studies of species aging and life his-
tories (Austad, 1997, 2001; Gavrilov &
Gavrilova, 1991; Holmes et al, 2001;
Promislow, 1993, 1994).

Another promising direction for the reli-
ability-evolutionary approach is to study
the selection effects for high performance
(e.g., the ability to avoid predators). Classic
evolutionary theories predict that an
exposure to high extrinsic mortality due
to predation should produce shorter-lived
species (Charlesworth, 2001; Medawar,
1946; Williams, 1957). This prediction
could be confronted with the opposite
prediction of reliability theory, which says
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that elimination of weak individuals by
predators should increase species life span
because of selection for better perform-
ance and lower initial damage load.
Interestingly, recent studies found an
increased life span of guppies evolving in a
high predation environment (Reznick et
al., 2004) as predicted by the reliability
theory of aging.

VIII. Conclusions

Extensive studies of aging have produced
many important and diverse findings,
which require a general theoretical frame-
work for them to be organized into a
comprehensive body of knowledge.

As demonstrated by the success of evo-
lutionary theories of aging, based on a
general idea of the declining force of nat-
ural selection with age, quite general the-
oretical considerations can in fact be
very useful and practical when applied
to aging research (Charlesworth, 2000;
Le Bourg, 2001; Martin, 2002; Partridge &
Gems, 2002).

In this chapter, we attempted to go one
step further in the search for a broader
explanation of aging (not limited to bio-
logical species only) by applying a gen-
eral theory of systems failure known as
reliability theory. Considerations of this
theory lead to the following conclusions:

1. Redundancy is a key notion for
understanding aging, and the systemic
nature of aging in particular. Systems
that are redundant in numbers of
irreplaceable elements do deteriorate
(i.e., age) over time, even if they are
built of non-aging elements. The
positive effect of system redundancy is
damage tolerance, which decreases
mortality and increases life span.
However, damage tolerance makes it
possible for damage to be tolerated and
accumulated over time, thus producing
the aging phenomenon.
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2. An  apparent aging rate or
expression of aging (measured as age
differences in failure rates, including
death rates) is higher for systems with
higher redundancy levels (all other
things being equal). This is an important
issue because it helps put a correct
perspective over fascinating observations
of negligible senescence (no apparent
aging) observed in the wild and at
extreme old ages. Reliability theory
explains that some cases of negligible
senescence may have a  trivial
mechanism (lack of redundancies in the
system being exposed to a challenging
environment) and, therefore, will not
help to uncover “the secrets of negligible
senescence.” The studies of negligible
senescence make sense, however, when
death rates are also demonstrated to be
negligible.

Reliability theory also persuades a
re-evaluation of the old belief that aging
is somehow related to limited economic
or evolutionary investments in systems
longevity. The theory provides a com-
pletely opposite perspective on this
issue—aging is a direct consequence of
investments into systems reliability and
durability through enhanced redundancy.
This is a significant statement because it
helps us to understand why the expression
of aging (differences in failure rates
between younger and older age groups)
may be actually more profound in more
complex redundant systems (organisms)
designed for higher reliability.

3. During the life course, organisms are
running out of cells (Gosden, 1985;
Herndon et al, 2002), losing reserve
capacity (Bortz, 2002; Sehl & Yates, 2001),
and this redundancy depletion explains
the observed “compensation law of
mortality” (mortality convergence at
older ages) as well as the observed late-life
mortality deceleration, leveling-off, and
mortality plateaus.

4. Living organisms seem to be formed
with a high load of initial damage, and
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therefore their life span and aging
patterns may be sensitive to early-life
conditions that determine this initial
damage load during early development.
The idea of early-life programming of
aging and longevity may have important
practical implications for developing
early-life interventions promoting health
and longevity.

The theory also suggests that aging
research should not be limited to studies
of qualitative changes (like age changes
in gene expression) because changes in
quantity (numbers of cells and other
functional elements) could be an impor-
tant driving force in the aging process. In
other words, aging may be largely driven
by a process of redundancy loss.

The reliability theory predicts that a
system may deteriorate with age even if
it is built from non-aging elements with
constant failure rate. The key issue here
is the system’s redundancy for irreplace-
able elements, which is responsible for
the aging phenomenon. In other words,
each particular step of system destruc-
tion/deterioration may seem to be ran-
dom (no aging, just occasional failure by
chance), but if a system failure requires a
sequence of several such steps (not just a
single step of destruction), then the sys-
tem as a whole may have an aging
behavior.

Why is this important? Because the
significance of beneficial health-promot-
ing interventions is often undermined by
claims that these interventions are not
proven to delay the process of aging
itself, but instead that they simply delay
or “cover-up” some particular manifesta-
tions of aging.

In contrast to these pessimistic views,
the reliability theory says that there may
be no specific underlying elementary aging
process itself; instead, aging may be largely
a property of a redundant system as a
whole because it has a network of destruc-
tion pathways, each being associated with

particular manifestations of aging (types of
failure). Therefore, we should not be dis-
couraged by only partial success of each
particular intervention, but instead we can
appreciate an idea that we do have so
many opportunities to oppose aging in
numerous different ways.

Thus, the efforts to understand the
routes and the early stages of age-related
degenerative diseases should not be dis-
carded as irrelevant to understanding
“true” biological aging. On the contrary,
the attempts to build an intellectual fire-
wall between biogerontological research
and clinical medicine are counterproduc-
tive. After all, the main reason people are
really concerned about aging is because it
is related to health deterioration and
increased morbidity. The most important
pathways of age changes are those that
make older people sick and frail (Bortz,
2002).

Reliability theory suggests general
answers to both the “why” and the
“how” questions about aging. It explains
“why” aging occurs by identifying the
key determinant of aging behavior: sys-
tem redundancy in numbers of irreplace-
able elements. Reliability theory also
explains “how” aging occurs, by focusing
on the process of redundancy loss over
time as the major mechanism of aging.

Aging is a complex phenomenon (Sehl &
Yates, 2001), and a holistic approach
using reliability theory may help ana-
lyze, understand, and, perhaps, control it.
We suggest, therefore, adding reliability
theory to the arsenal of methodological
approaches applied in aging research.
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Chapter 2

Are Age-Associated Diseases
an Integral Part of Aging?

Edward J. Masoro

I. Introduction

In his essay reviewing the fifth edition of
the Handbook of the Biology of Aging,
Leonard Hayflick (2002) commends the
editors for focusing on biogerontology
rather than age-associated diseases such
as Alzheimer’s. Hayflick explains that
although he does not view age-associated
diseases as an integral part of aging, he
does feel that aging provides a substra-
tum for their occurrence. He goes on to
say that he places age-associated disease
in the province of geriatric medicine
rather than biogerontology. A logical
extension of this line of thinking would
lead one to conclude that although
progressive deteriorative physiological
changes with age are an integral part of
aging, the progression of age-associated
pathophysiology is not. Because the
validity of such a conclusion seems ques-
tionable, I believe that the relationship
between aging and age-associated disease
warrants further evaluation.

It should be noted that most geronto-
logists currently share Hayflick’s view

of aging and disease, although there
has long been concern about this rela-
tionship. Indeed, in a recent article,
Blumenthal (2003) cites 26 papers pub-
lished since 1880 that address this issue. It
appears that Nathan Shock, the towering
figure of 20th-century biological gerontol-
ogy, is responsible for the widely held
current view. Shock (1961) posed that
the processes of aging and the etiologies of
disease are distinct. However, both before
and after Shock’s pronouncement, con-
trary views had and have been presented.
For example, Perlman (1954) proposed that
aging is a disease complex and termed
the concept of “normal, healthy senes-
cence” an imaginative figment. Evans
(1988) asserted the impossibility of sepa-
rating disease from aging. And Semsei
(2000) suggested that the roots of certain
diseases are firmly linked to the aging
process itself.

The goal of this chapter is to critically
evaluate the relationship between aging
and age-associated disease. This evaluation
will discuss both how this question has
been addressed in the past as well as recent
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advances in our knowledge of the biology
of aging and age-associated diseases. This
issue is of interest not only from an aca-
demic conceptual perspective, but it also
affects the planning, design, and execu-
tion of biogerontologic research. Also, as
pointed out by Wick and colleagues (2003),
the study of age-associated diseases may
well be of great value for understanding
basic aging processes. However, it is first
necessary to review some of the long-held
concepts of biological gerontology that
have influenced perceptions of the rela-
tionship between aging and age-associated
diseases.

II. Concepts of Biological
Gerontology

There is no better starting point than the
definition of aging. A broad, general defini-
tion is that aging is what happens to an
organism over time (Costa & McCrae,
1995). This definition includes (1) no
change with time, (2) beneficial changes
with time (such as the maturation of phy-
siological processes during development),
and (3) deteriorative changes with time
(such as those that occur with advancing
adult age). Although this broad definition
of the aging of organisms is certainly valid,
it is not what is usually meant when bio-
logical gerontologists use the term. Nor,
for that matter, is it what laypersons mean
when discussing the aging of friends and
family. Rather, both groups are usually
referring solely to those deteriorative
changes noted with advancing age, such as
diminished physiological capacity or the
wrinkling of the skin.

In other words, when biological geron-
tologists and laypersons use the term
aging, they are most often referring to
senescence. Senescence is defined as the
progressive deterioration during the adult
period of life that underlies an increasing
vulnerability to challenges and a decreas-
ing ability of the organism to survive. It is
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important to note that organismic senes-
cence (i.e., aging) is a process that starts in
early adult life and progresses from that
time on. Indeed, athletes in some sports
exhibit performance deterioration as early
as the last half of the third decade of life;
in most sports, deterioration in perform-
ance occurs by the middle of the fourth
decade. It is also critical not to confuse
organismic senescence with cellular
senescence, a term for the loss of prolifer-
ative ability of cells in culture. In fact, it
is the definition of aging as a synonym for
organismic senescence that underlies the
concept of biological age in contrast to
chronological age (Borkan & Norris, 1980)
and the search for biomarkers of aging
(McClearn, 1997). Thus, aging and senes-
cence will be used as synonyms in this
chapter; although not explicitly stated,
such is generally the case in other chap-
ters of this book.

Based on this narrow definition of
aging, a set of putative fundamental char-
acteristics of aging was developed in
the field of biological gerontology during
the first half of the 20th century. These,
as Strehler (1977) succinctly summa-
rized, include intrinsicality, universality,
progressivity, irreversibility, and geneti-
cally programmed. Intrinsicality defines
aging as an inherent characteristic of the
organism rather than a response to envi-
ronmental factors. Universality confines
aging to processes that occur in all mem-
bers of a species (or all members of a gen-
der of a species; e.g., menopause in the
human female). Progressivity describes
aging as a change that gradually increases
in magnitude over time. Irreversibility
professes that once a change due to aging
occurs, it cannot be reversed. Genetically
programmed originally meant that aging
was programmed in the same sense as
developmental processes; more recently,
it is often modified to mean the influ-
ence of genotype on the aging phenotype.
It is these putative fundamental charac-
teristics of aging that have, to a great
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extent, served as the basis for separating
biological aging from age-associated dis-
ease. Alas, as will become evident in this
chapter, it is doubtful that these charac-
teristics have been helpful in clarifying
the relationship between aging and age-
associated disease.

III. Age-Associated Diseases

The American Heritage Dictionary (1996)
defines disease as “a pathological condi-
tion of a part, an organ, or a system of an
organism resulting from various causes,
such as infection, genetic defect, or envi-
ronmental stress, and characterized by an
identifiable group of signs or symptoms.”
Although this definition is adequate for
the purposes of this chapter, Scully (2004)
points out that any definition of disease
is problematic because what is called a
disease is influenced by both medical
advances and by societal culture. Thus,
the definition changes with time and dif-
fers from place to place.

Although acute infectious diseases
occur at all ages, their consequences may
be more severe in the elderly because of
age-associated deterioration in immune
function (Papciak et al., 1996) and in the
functioning of most of the other physio-
logical systems (Masoro, 1995). Although
genetic diseases are not restricted to the
young, they often do occur as congenital
diseases or at early postnatal ages
(Blumenthal, 1999). Environmental stress
can also cause disease at all ages, but
because aging decreases the ability to
cope with stressors (Shock, 1967), mor-
bidity and mortality are more likely out-
comes of stress in the old than in the
young. It is reasonable to conclude that
the above categories of diseases are not
an integral part of aging, even though
aging can clearly affect the consequences
of such diseases.

However, age-associated diseases
should not be so readily dismissed as an

integral part of aging. Such disease
processes cause morbidity and/or mor-
tality primarily at advanced ages and are
chronic, or when acute are the result of
long-term processes, such as gradual
loss of bone and atherogenesis. Brody
and Schneider (1986) divided these dis-
eases into two classes: age-dependent
diseases and age-related diseases. They
defined age-dependent diseases as those
in which the pathogenesis appears to
involve basic aging processes. Mortality
and morbidity caused by these diseases
increase exponentially with advancing
age. As examples of age-dependent dis-
eases, they listed coronary heart disease,
cerebrovascular disease, type II diabetes,
osteoporosis, Alzheimer’s disease, and
Parkinson’s disease. They defined age-
related diseases as those with a tempo-
ral relationship to the age of the host
but not necessarily related to the aging
process. These diseases occur at a spe-
cific age, but with a further increase in
age they either decline in frequency or
increase at a less than exponential rate.
Gout, multiple sclerosis, amyotrophic
lateral sclerosis (ALS), and many, but
certainly not all, cancers are examples
of such diseases. The relationship of
cancer to aging will be discussed later in
this chapter.

Interestingly, in a paper on diseases that
cause the death of people 85 years or older,
Kohn (1982) divides the diseases into three
classes, two of which are similar to
the two classes of Brody and Schneider. In
Kohn’s first class are diseases that are
themselves normal aging processes, being
progressive and irreversible under usual
conditions; examples are atherosclerotic
diseases, degenerative joint diseases, and
osteoporosis. His second class covers dis-
ecases that increase with age but may not
be part of the aging process; examples are
neoplasia and hypertension. The third
class includes diseases with consequences
more serious in people of advanced age
than in young people; infectious disease
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is an example. In a paper published some
15 years later, Klima and colleagues (1997)
found the causes of death in geriatric
patients in Houston, Texas, and Prague,
Czech Republic, to be similar to what
Kohn reported.

Recently, Horiuchi and colleagues
(2003) reported on the causes of death in
France from 1979 to 1994 during two
periods of life in subjects age 15 to 100-
plus years. In one group of subjects age
30 to 54 and a second group of subjects
age 65 to 89, the age-specific death rate
increased exponentially with increasing
age (a measure of population aging).
Deaths due to malignant neoplasms,
acute myocardial infarctions, hyperten-
sive disease, and liver cirrhosis rose rap-
idly during the 30- to 54-year age range.
During the range of 65 to 89 years, death
due to certain infectious diseases, acci-
dents, dementia, heart failure, and cere-
brovascular disease rose rapidly. Deaths
due to malignant neoplasms and acute
myocardial infarction did not rise rapidly
in the 65 to 89 age range; thus, the frac-
tion of deaths due to these diseases was
less than during the 30 to 54 age range.
However, of the people who died
between 15 and 100 years old, only 10
percent died between 30 and 54 years and
67 percent died between 65 and 89 years.
Thus, the absolute number of deaths due
to malignant neoplasms and myocardial
infarction was markedly greater in those
in the older age range compared to those
in the 30- to 54-year age range.

Other investigators have also found
that the fraction of deaths due to cancer
decreased at advanced ages. Smith (1996)
reported that cancer was the cause of
40 percent of deaths that occurred between
50 and 69 years of age but only 4 percent
of those that occurred at ages older than
100 years. Miyaishi and colleagues (2000)
found that the peak incidence of single
cancers occurred between 60 and 64
years of age, and of multiple cancers
between 80 and 84 years of age.
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It is of interest to note that in humans,
the heritability of age-associated diseases
is in the same range (<40 percent) as the
heritability of life span (Longo & Finch,
2002). However, this claim needs to
be tempered because heritability varies
among specific age-associated diseases.
Nevertheless, this fact and much of the
information just presented are compatible
with the view that age-associated disease
is an integral part of aging. In addi-
tion, Urban and colleagues (2002) posed
that age-associated autoimmune diseases
result from genetic alterations caused
by aging processes. And Ames and col-
leagues (1993) concluded that the oxidant
byproducts of normal metabolism cause
extensive damage to DNA, proteins, and
lipids, thereby contributing to aging and
age-associated diseases such as brain dys-
function, cancer, cardiovascular disease,
and cataracts. Rattan (1991) proposed
that aging and age-associated disease
are linked by the failure to maintain
the appropriate level and structure of
proteins. However, although the views
of the Urban and Ames groups and
Rattan are provocative, much more work
remains to be done to establish their
validity.

IV. Primary Aging, Secondary
Aging, and “Normal Aging”

The concept of primary and secondary
aging was proposed by Busse (1969) to
resolve the paradox of viewing intrinsi-
cality as one of the fundamental charac-
teristics of aging, although it was obvious
that environmental factors influence
both aging and diseases associated with
aging. Primary aging is defined as the
universal changes occurring with age that
are not caused by disease or environmen-
tal influences. Secondary aging is defined
as changes involving interactions of pri-
mary aging processes with environmental
influences and disease processes.
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Thus, the concept of primary and sec-
ondary aging relegates disease, including
age-associated disease, to that of a factor
that can influence aging but is not an inte-
gral part of the aging process. Because the
major thrust of this chapter is to assess
whether age-associated diseases are an
integral part of aging, further comment on
this aspect of the primary and secondary
aging concept is more appropriately con-
sidered after all other issues have been
fully presented. However, placing environ-
mental influences in the category of sec-
ondary aging does require comment at this
juncture. Although the proximate mecha-
nisms underlying aging are not fully
understood, most gerontologists would
agree that the long-term accumulation of
molecular damage underlies aging, and it
is likely that reactive oxygen molecules
play an important role in this damage
(Barja, 2002). Indeed, many believe that
reactive oxygen molecules play a major
causative role in aging, but the validity
of this view remains to be established.
Much of the generation of these reactive
oxygen molecules occurs in the mitochon-
dria during the metabolism of fuel, and
if these molecules do, indeed, cause aging,
it would be classified as primary aging.
However, environmental factors [e.g.,
industrial pollutants), lifestyle (e.g., ciga-
rette smoking), and pharmacological
agents also cause the formation of reactive
oxygen molecules, and if aging results
from reactive oxygen molecules from
these sources, it would be classified as sec-
ondary aging. Because in both instances
aging is proposed to result from the inter-
action of reactive oxygen molecules
with the macromolecules of the organism,
it seems illogical to refer to one as primary
aging and the other as secondary aging.
Indeed, Vieira and colleagues (2000)
showed that the effect of genes on the
life span of Drosophila melanogaster is
dependent on environmental factors. For
these reasons, it seems highly unlikely
that the concept of primary aging and

secondary aging is useful. In fact, it has
probably impeded our quest for under-
standing the biological basis of aging and,
even worse, will continue to do so.

An outgrowth of the concept of primary
and secondary aging is the concept of nor-
mal aging, which is defined as senescence
in the absence of disease (Shock, 1984).
This view was bolstered by the concept of
natural death, which Fries (1980) defined
as death in the absence of disease. Given
that with increasing age, most people expe-
rience one or more age-associated diseases,
“normal aging” and “natural death” must,
indeed, be rare occurrences. This is under-
scored by the report of Hebert (2004) that
life expectancy in 2001 in the United
Kingdom was 75.7 years for men and
80.4 years for women, and that on average,
the projection is that men and women
would suffer from poor health during the
last 8.7 and 10.1 years of life, respectively.
As pointed out by Gessert and colleagues
(2002), declaring that someone has “died of
old age” does not mean the individual has
died without significant pathology.

From 1988 to 1994, the prevalence of
diabetes in 60- to 74-year-old American
Caucasians was 22.3 percent; it was
29.5 percent in African-Americans of the
same age group (Sinclair & Croxon, 2003).
The prevalence of osteoarthritis in indi-
viduals over 70 years of age is more than
30 percent (Scott, 2003). The prevalence of
moderate to severe dementia is estimated
at 1 to 2 percent at ages 65 to 70 years,
2 to 5 percent at ages 70 to 75 years, 11 to
20 percent at ages 80 to 85 years, and 39
to 60 percent at ages 90 to 95 years (Elby
et al., 1994, Skoog et al, 1996). When
dementia is coupled with the many other
diseases that become increasingly com-
mon with advancing age (coronary heart
disease, type II diabetes, congestive heart
failure, stroke, osteoporosis, cataracts,
Parkinson’s disease, many kinds of cancer,
and benign prostatic hyperplasia, to name
a few), it becomes obvious that aging in
the absence of disease is rare, indeed.
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In a community-based study of 502 peo-
ple 90 years of age or older in Stockholm,
only 19 percent were found to be free
of disease; the remainder had one or
more diseases, most of which were age-
associated diseases (von Strauss et al,
2000). In a study of 207 Danes who reached
their 100th birthday between April 1,
1995, and May 31, 1996, Anderson-
Ramberg and colleagues (2001) found that
only one was free of age-associated disease,
with a mean number of 4.3 such diseases
per person. In contrast, based on a study of
424 Americans and Canadians in the age
range of 100 to 119 vyears, Perls’ group
(Evert et al., 2003) reported that 19 percent
were free of disease as compared to the less
than 0.5 percent in the Danish study. This
apparent discrepancy probably stems from
two factors: Perls’ group excluded demen-
tia and osteoarthritis in their assessment of
age-associated diseases, and they used
interviews and questionnaires rather than
physical examinations to determine dis-
ease status. Subsequently, in reviewing
findings from various worldwide centenar-
ian studies, Perls (2004) concluded that the
prevalence of dementia is 75 to 85 percent
in people age 100 years and older.
Moreover, in another paper (Hitt et al,
1999), which emphasizes that centenarians
have been healthier than others for most
of their lives, Perls’ group reported that
37 centenarians with a mean age of 102
suffered from 4.0 diseases or chronic condi-
tions at that age, 3.2 such conditions
5 years earlier, and 2.6 such conditions
10 years earlier. Clearly, even in the
healthiest, disease is prevalent at advanced
ages.

Investigators have also found a progres-
sive increase with age in the prevalence
and severity of age-associated diseases
in both rats (Maeda et al., 1985) and mice
(Lipman et al, 1999). Although not
as exhaustively studied as laboratory
rodents, such also appears to be the case
for other mammalian species used as
animal models in aging research.
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Despite the rarity of absence of disease
at advanced ages, investigators have used
both human subjects and animal models
to study “normal aging” by exclud-
ing those with discernible disease. In the
case of human subjects, the procedure of
excluding subjects with discernible dis-
eases, including age-associated diseases, is
referred to as “cleaning up” the physiologi-
cal data (Rowe et al, 1990). Obviously,
this procedure limits the study to a small,
atypical fraction of the aging population. It
also suffers from the fact that advances in
medical technology have enhanced detec-
tion of diseases previously not discernible.
For example, in Lakatta’s (1985) studies on
the influence of aging on cardiovascular
physiology, the thallium-stress test was
used to exclude subjects with occult coro-
nary heart disease, a technology not avail-
able or not used in earlier studies. Thus,
it can be anticipated that advances in med-
ical technology will lead to an ever-
decreasing fraction of the elderly in the
“normal aging” category.

Finally, the classification of age-associ-
ated functional change as either a physi-
ological or pathophysiological process is
arbitrary. For example, bone loss occurs
with advancing age in almost all, if not
all, humans (Kalu, 1995); thus, it is con-
sidered an age-associated physiological
deterioration. However, when the loss is
of sufficient magnitude to have a clinical
impact, it is then viewed as a patho-
physiological process underlying the age-
associated disease osteoporosis. Another
example is the age-associated blunting of
the baroreflex in healthy humans, which
is considered a physiological deteriora-
tion (Jones et al, 2003). However, if
hypertension results from this physio-
logical deterioration, the individual is
said to have a disease (Lakatta & Levy,
2003).

Does the concept of “normal aging”
have any value? Potentially, it may be
useful as a reductionist tool in aging
research. Indeed, reductionism has been
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a powerful tool in biological science.
Unfortunately, this use of “normal
aging” is, to a great extent, undermined
by the fact that advances in biomedical
technology, such as the thallium-stress
test discussed above, will result in an
ever-changing standard of what is consid-
ered “normal aging.” Moreover, based on
new evidence, what was considered nor-
mal may be reclassified as disease. For
example, in 1990, a systolic blood pres-
sure of 140 to 160 mmHg was not viewed
as hypertension, whereas currently a sys-
tolic blood pressure of 140 or above
is considered hypertension (Lakatta &
Levy, 2003).

V. Evolutionary Theory and
Age-Associated Diseases

The currently held concept of the evolu-
tion of aging provides strong support for
the view that age-associated diseases are
an integral part of aging. Specifically, it is
believed that aging occurs because the
force of natural selection decreases with
increasing post-sexual maturational age
(Rose, 1991); that is, there is a progres-
sive age-associated post-maturational
decrease in the ability of natural selec-
tion to eliminate detrimental traits. Lee
(2003) points out that this concept
should include not only the generation of
progeny but, in addition, the intergenera-
tional transfer of food and care, which
promotes survival of offspring.

Three genetic mechanisms that affect
reproduction and survival have been pro-
posed, and each is compatible with this
evolutionary concept. One is termed
the mutation accumulation mechanism
(Medawar, 1952). It proposes that natural
selection does not eliminate mutated
genes that are expressed throughout life
but do not have detrimental effects until
late in life; thus, they accumulate in the
genome. Specifically, because of preda-
tion and other environmental hazards,

most organisms in the wild do not live
long enough for these genes to apprecia-
bly affect evolutionary fitness. However,
in a protected environment where reach-
ing advanced ages becomes the norm,
the late-life detrimental effects of these
genes result in senescence. There is
some empirical evidence in support of
this mechanism (Hughes et al., 2002).
Another genetic mechanism, proposed
by Williams (1957), is referred to as antag-
onistic pleiotropy. It proposes that those
genes that increase evolutionary fitness in
early life will be selected for, even if they
have catastrophic deleterious effects in
late life. Again, the deleterious effects of
these genes will be evident only in sub-
jects in protected environments that
enable a long life. Although Huntington’s
disease has been used as a classic example
of the mutation accumulation mecha-
nism, there is evidence to indicate that it
may instead be an example of the antago-

nistic pleiotropy mechanism (Frontali
et al., 1996).
Kirkwood (1977) proposed a third

genetic mechanism, which he terms the
disposable soma theory. Although this
theory does not propose a specific
genetic mechanism, it is based on the
concept that evolutionary forces tend to
form a genome that yields the maxi-
mum number of progeny. The premise
of this theory is that the fundamental
life role of organisms is to utilize free
energy in the environment to gener-
ate progeny. To do so requires the use
of energy for both reproduction and
the maintenance of the body (which
Kirkwood calls “somatic maintenance”).
He proposes that the force of natural
selection leads to apportioning the use
of energy between reproduction and
somatic maintenance so as to maximize
evolutionary fitness (i.e., generation of a
maximum lifetime yield of viable prog-
eny). As a consequence, less energy is
used for somatic maintenance than
would be needed for indefinite survival,
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and this deficit in energy for mainte-
nance is manifested in the deterioration
of the organism referred to as aging (the
lower the use of energy for somatic
maintenance, the greater the rate of
aging).

Although Martin (2002) tends to feel
that the above three mechanisms have
likely played a role in the evolution of
aging, he suggests that other genetic
mechanisms may also be involved. It is
clear that further work is needed to
determine the relative importance of
each of the proposed mechanisms and
of other possible genetic mechanisms
as well.

However, Cortopassi (2002) has pointed
out that irrespective of specific genetic
mechanisms, aging involves a high rate of
fixation of alleles that have deleterious
effects in the post-reproductive phenotype
as compared to the low rate of fixation of
such alleles in the pre-reproductive pheno-
type. Age-associated disease is almost cer-
tainly one of the inevitable outcomes of
the high rate of fixation of these deleteri-
ous alleles. Indeed, Wick and colleagues
(2000) subscribe to the view that inherent
advantages of biological factors that
enhance reproduction in the young adult
are paid for by senescent deterioration,
including age-associated diseases, in later
life. Indeed, Wick and colleagues (2003)
have presented evidence that suggests that
benign prostate hyperplasia, prostate can-
cer, atherosclerosis, and Alzheimer’s dis-
ease are results of antagonistic pleiotropy.
They further state that it remains to be
shown whether this is also true of other
age-associated diseases.

VI. Analysis of Two Major
Age-Associated Disease Processes

A consideration of the processes that
underlie age-associated diseases provides
further insight into their relationship to
aging. Atherosclerosis and neoplasia, two
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major age-associated disease processes,
have been chosen for examination.

A. Atherosclerosis

Atherosclerosis is a disorder of the large-
and medium-sized arteries that, in
humans, underlies most coronary artery
disease (myocardial infarction, heart
failure) and peripheral vascular disease
(aneurysms, gangrene of the extremities)
and plays a major role in cerebrovascular
disease (Bierman, 1985; Faxon et al., 2004,
Scott, 2004). Brody and Schneider (1986)
classify both coronary artery disease
and cerebrovascular disease in the age-
dependent subclass of age-associated dis-
eases. Atherosclerosis is a progressive
process that proceeds over several decades
but does not usually have clinical conse-
quences until advanced middle age or
older (Ross, 1986), when rupture of the
advanced atheromatous plaque or throm-
bosis related to the plaque often causes
an acute clinical event (Lusis, 2000).
Atherosclerosis  occurs in almost all
humans (Bierman, 1985); for example,
moderate to severe atherosclerosis of the
arterial tree was found in all 23 (7 men and
16 women) centenarians. Atherosclerosis
is responsible for about 50 percent of all
mortality in the United States, Europe,
and Japan (Ross, 1993). Although it is
almost ubiquitous in humans, atheroscle-
rosis is not commonly seen in rodents or
nonhuman primates (Lakatta, 2003).
However, the absence of atherosclerosis in
these species may be due to diet; for exam-
ple, atherosclerosis occurs in baboons fed
an atherogenic diet (Babiak et al., 1984), a
diet similar in composition to that of
many humans.

Many of the same factors that under-
lie the age-associated structural and
functional changes in the human cardio-
vascular system are implicated in the
pathogenesis of atherosclerosis (Lakatta,
2003). It appears to start at the intimal sur-
face of the artery, with fatty streaks
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consisting of lipid-engorged foam cells
overlain with intact endothelium; the
foam cells are formed by recruitment of
monocytes into the subendothelial space,
along with the accumulation of modified
forms of low-density lipoproteins (Greaves
& Gordon, 2001). The lesion slowly pro-
gresses in severity, with a continuing
recruitment of monocytes and T-lympho-
cytes plus a migration of smooth muscle
cells into the lesion as well as their pro-
liferation. After many decades, the lesion
progresses into the fibrous plaque, which
also contains smooth muscle cells, acti-
vated T-lymphocytes, and monocyte-
derived macrophages (Stout, 2003). The
chemokine class of cytokines has been
postulated to play a role in the migration
of monocytes into the developing athero-
sclerotic lesion (Reape & Groot, 1999);
there is evidence that leukotrienes play
an important role in the recruitment of
T-lymphocytes into the lesion (Jala &
Haribabu, 2004).

Witzum (1994) hypothesized that the
oxidative modification of low-density
lipoproteins is a key event in the patho-
genesis of atherosclerosis, and Steinberg
(1997) has provided experimental find-
ings in support of this hypothesis.
Hypercholesterolemia, hypertension, dia-
betes, and smoking, the common risk
factors for atherosclerosis, are associated
with an increased vascular production of
reactive oxygen species (Abe & Berk,
1998; Landmesser et al., 2004). Ross
(1999) pointed out that atherosclerosis
is an inflammatory disease and that
oxidized low-density lipoproteins have
a role in the arterial inflammatory
processes involved in the pathogenesis of
these lesions.

Indeed, inflammation appears to play a
fundamental role in mediating all stages
of atherogenesis, from initiation through
progression and, ultimately, thrombotic
complications (Libby et al.,, 2003). An
immune and inflammatory response
involving endothelial and smooth muscle

cells accompanies the accumulation of
lipids and fibrous material in atheroma-
tous arteries (Robbie & Libby, 2001).
Specifically, pro-inflammatory, oxidized
phospholipids generated by the oxidation
of low-density lipoprotein phospholipids,
particularly those containing arachidonic
acid, provoke an immune response
(Navab et al., 2004). Bjorkbacka and
colleagues (2004) presented evidence that
links the pro-inflammatory signaling cas-
cade induced in the arterial wall by ele-
vated plasma lipids to that also used by
microbial pathogens. In fact, long-term
infections have been viewed as a possible
cause of the chronic inflammation that
underlies atherogenesis (Becker et al.,
2001). Infection and inflammation induce
the acute phase response that is charac-
terized by increased levels of certain
serum or plasma proteins (e.g., C-reactive
protein, amyloid A, and fibrinogen)
and the decreased level of others (e.g.,
albumin, transferrin, and o—fetoprotein).
Cytokines from macrophages, mono-
cytes, T-lymphocytes, and endothelial
cells mediate the acute phase response; it
has been proposed that when inflamma-
tion is sustained, the pro-inflammatory
cytokines play a pathogenic role in
atherogenesis by causing changes in
lipoprotein metabolism, which leads to
the formation of pro-atherogenic lipopro-
teins (Khovidhunkit et al., 2004).

The involvement of both oxidative
damage and inflammation in the genesis
of atherosclerosis indicates that this
pathologic process is strongly linked to
aging processes. Many biological geron-
tologists believe that oxidative damage is
the major proximate mechanism respon-
sible for senescence (Barja, 2002; Finkel &
Holbrook, 2000). Strikingly, de Nigris and
colleagues (2003) proposed that oxidation
combined with apoptosis, which has also
been intimately linked to aging (Zhang &
Herman, 2002), promotes the progression
of diseased arteries towards atheroscle-
rotic lesions vulnerable to rupture. These
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are the lesions that give rise to myocar-
dial infarction and ischemic stroke, major
age-associated diseases (de Nigris et al,
2003).

Significantly, Krabbe and colleagues
(2004) have shown that increased
inflammatory activity is also charac-
teristic of aging. Compared to young
adults, elderly humans were found to
exhibit a two- to four-fold increase in
plasma levels of inflammatory media-
tors such as cytokines (e.g., tumor
necrosis factor-alpha and interleukin-6)
and in positive acute phase proteins.
Indeed, in a cohort of 8l-year-old
humans, high levels of tumor necrosis
factor-alpha in the blood were found to
be associated with a high prevalence
of atherosclerosis (Bruunsgaard et al,
2000). Krabbe and colleagues (2004)
suggest that aging is associated with a
dysregulated cytokine response to stim-
ulation and that, in addition to playing
this role in atherogenesis, there is also
evidence that this dysregulation is
involved in other age-associated disor-
ders. In fact, Chung and colleagues
(2001) believe that inflammation plays a
key role in aging, and they have pro-
posed the “Inflammation Hypothesis of
Aging.”

Finch and Crimmins (2004) have
recently proposed that long-term inflam-
mation underlies many age-associated
disorders. Indeed, inflammation has
been implicated in many aspects of age-
associated deterioration, including age-
associated diseases other than those
related to atherosclerosis. Chronic low-
grade inflammation is associated with
age-associated decrease in muscle mass
(referred to as sarcopenia), which is
an important component of frailty in the
elderly (Pedersen et al., 2003). Serum
markers of inflammation, especially
interleukin-6 and C-reactive protein,
have been prospectively associated with
cognitive decline in the well-functioning
elderly (Yaffe et al, 2003) and in age-
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related macular degeneration (Seddon
et al., 2004).

It is particularly striking that inflam-
matory processes have also been linked
to both Alzheimer’s disease and vascu-
lar dementia (Hofman et al, 1997).
Interestingly, in an in vitro study,
cholesterol ozonolysis products and
a related lipid-derived aldehyde were
found to modify beta-amyloid so as to
dramatically accelerate amyloidgenesis
(Zhang et al.,, 2004); this finding pro-
vides a potential chemical link between
hypercholesterolemia, oxidative stress,
inflammation, atherosclerosis, and spo-
radic Alzheimer’s disease. In fact, many
factors contributing to atherogenesis
have emerged as potential contributors

to Alzheimer’s disease (Casserly &
Torpol, 2004).
Recently, Rauscher and colleagues

(2003) reported still other support for the
view that aging underlies atherosclerosis;
they found that aging of ApoE~/~ mice
leads to a failure of bone marrow to pro-
duce progenitor cells capable of repairing
and rejuvenating arteries. They propose
that this age-associated loss of functional
endothelial progenitor cells contributes
to the development of atherosclerosis.
Moreover, Hill and colleagues (2003)
observed a strong correlation between
the number of circulating endothelial
progenitor cells and the Framingham
Risk Factor score for coronary artery dis-
ease in persons free of clinical disease.
Geiger and Van Zant (2002) suggest that
a loss in the functional quality of stem
cells may play an important role in aging
generally, and that research aimed at
assessing age-changes in the quality of
stem cells in all tissues is needed.
However, a cautionary note is in order: it
has yet to be clearly established that
stem cells undergo senescent deteriora-
tion during organismic aging (Park et al,,
2004; Van Zant & Liang, 2004).

Although a considerable body of evi-
dence links aging processes and atherogenic
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processes, a caveat is in order because
much of this evidence relates to the role
of oxidative damage and inflammation in
atherogenesis. As discussed above, many
gerontologists do subscribe to the view
that oxidative damage and possibly
inflammation also play a causal role in
aging; however, not all findings support
this view. Thus, the recent study by
Fontana and colleagues (2004) is of
particular significance because it offers a
different connection between aging
processes and atherosclerosis. They
found that severe, self-imposed caloric
restriction in humans for a period of 3 to
15 years markedly lowered the risk of
developing atherosclerosis. This finding
provides yet another link between aging
and atherogenesis because caloric restric-
tion markedly retards aging in a spec-
trum of animal species (Masoro, 2002);
for example, in rats, a 40 to 50 percent
reduction in food intake increases the
mortality rate doubling time from about
100 days to 200 days (Holehan & Merry,
1986). However, this evidence, too, must
be viewed with some caution because it
has not been established that caloric
restriction retards aging in humans.

B. Neoplasia

Although cancer can occur at all ages,
the incidence of most types increases
with increasing age in humans and ani-
mals (Dix, 1989). Although it is true that
certain tumors, such as neuroblastoma
and Wilms’ tumor, occur in childhood,
these may well be due to genetic predis-
positions unrelated to aging. The wvast
majority of cancers occur at advanced
ages, and Brody and Schneider (1986)
classify most of them in the age-related
subclass of age-associated  disease
because they do not continue to increase
exponentially from late middle age on
through old-old age. An exception is
prostate cancer, which does continue to
increase exponentially into old-old age;

thus, prostate cancer is included in the
age-dependent subclass of age-associated
diseases.

Miller (1991) points out that speciation,
caloric restriction, and selective breeding,
all of which affect the rate of aging, have
parallel effects on cancer incidence. On
the other hand, DePinho (2000) notes that
the increase in tumors in humans
between 40 and 80 years of age involves
primarily epithelial carcinomas and not
mesenchymal and hematopoietic malig-
nancies, and that the opposite is the case
for mice between 2 to 4 years (an age
range comparable to humans in the 40 to
80 age range). However, this apparent
species difference may not be real
because it is based primarily on findings
with isogenic mouse strains developed for
studies on the genetics of lymphoma. In
fact, in a recent study with a genetically
heterogeneous mouse stock, it was found
that at advanced age, fibrosarcoma, mam-
mary adenocarcinoma, and hepatocellular
carcinoma were also common and that
many other less common cancers also
occurred (Lipman et al., 2004).

Indeed, as will be discussed below,
there have been many studies opposing
and supporting the view that most can-
cers are an integral part of aging.
Donehower and his coworkers (Tyner
et al., 2002) presented findings that tend
to disassociate cancer and aging. In a
p53 mutant mouse with an enhanced
p53 activity, they found the expected
increase in resistance to cancer and also,
surprisingly, shortened longevity and the
expression of an age-associated pheno-
type at a chronological age younger than
in the wild type mouse. Donehower
(2002) suggests that the pro-aging effects
of this mutation may result from a grad-
ual increase in the depletion of stem cell
functional capacity due to increased lev-
els of p53 in the mutant mice; he further
postulates that this is the “price” of a
cancer-free existence during the repro-
ductive phase of adult life. Sharpless and
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DePinho (2004) subscribe to this view.
Moreover, Maier and colleagues (2004)
have confirmed and extended the find-
ings of the Donehower group. They
reported that the overexpression of p44
(the short isoform of p53) in mice
decreased longevity and caused prema-
ture aging and hyperactivation of the
IGF-1 signaling axis.

Although at first glance the work of the
Donehower group strongly suggests that
cancer is not an integral part of aging,
there is another possible explanation for
their findings. Zhang and Herman (2002}
proposed that a defective control of apop-
tosis is a cause of aging, and Amundson
and colleagues (1998) showed that p53
is a positive regulator of apoptosis.
Thus, the enhanced p53 activity in the
mutant mice of Tyner and colleagues may
cause aging by inappropriately enhancing
apoptosis, an action that simultane-
ously protects against the occurrence of
cancer.

Several other studies intimately link
cancer and aging at both cellular and
molecular levels. Cutler and Semsei
(1989) were the first to propose that a
common mechanism underlies cancer and
aging; they suggested that both are initi-
ated and propagated by impaired gene reg-
ulation driven by destabilizing processes
affecting regulatory elements. In a review
article published some 10 years later,
DePinho (2000) also linked increased
somatic mutations with age as the likely
cause of the age-associated increase in
cancer. It is striking that somatic muta-
tions have long been considered major fac-
tors underlying aging (see review by Vijg
& Dolle, 2001). Vijg and Dolle (2002) sug-
gested that an age-associated increase in
genome rearrangements leads to cellular
senescence or neoplastic transformation
or the death of cells. Indeed, Hasty and
colleagues (2003) proposed that the age-
associated increase in genome instability,
driven by oxidative damage, is a primary
cause of aging.
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Although Liu and colleagues (2003) also
pose that both aging and cancer are due to
altered genomic function, they believe that
an epigenetic mechanism is involved.
They point out that both aging and tumori-
genesis are characterized by a global
hypomethylation of the genomic DNA.

McCullogh and colleagues (1997) found
that there was less regression of neoplas-
tically transformed rat liver epithelial
cells when the cells were transplanted
into the liver of old rats rather than
young rats. These investigators suggest
that age-associated alterations in tissue
microenvironment may permit the devel-
opment of tumors in late life. Indeed, Bell
and Van Zant (2004) proposed that the
aging of the stem cell population of the
hematopoietic system creates conditions
that favor leukemic development, and
they suggest that aging of stem cells may
similarly promote the occurrence of other
types of cancer. Moreover, cancer has
been linked to inflammation (Ho et al.,
2004; Marx, 2004; Nelson et al., 2004),
and Chung and colleagues (2001) have
suggested that inflammatory processes
play an important role in aging. Indeed,
Schwartsburd (2004) recently hypothe-
sized that aging causes chronic inflamma-
tion, which plays an important role in the
pathogenesis of cancer.

Krtolica and colleagues (2001) proposed
that the age-associated increase in cancer
is due to a synergism between genetic fac-
tors (oncogenic mutations) and epigenetic
factors (substances released from the
accumulated senescent cells). It has been
suggested that the accumulated senescent
cells create a microenvironment that
favors carcinogenesis (Kim et al., 2002).
Although this is an intriguing concept,
it must be viewed with caution because
neither the prevalence nor the functional
significance of senescent cells has been
established in the intact organism
(Hornsby, 2002).

Very recently, Del Monte and Statuto
(2004) proposed that at least some types
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of cancer (e.g., epidermal cancer) are an
integral part of aging. Specifically, they
hypothesize that cancers may result from
the dysfunction of gap junction intercel-
lular communication because of an age-
associated decrease in connexins.

In summary, although there is a sub-
stantial body of evidence that shows a
close association between aging and can-
cer, currently available findings do not
clearly discriminate among the following
three possibilities: (1) many cancers are an
integral part of aging; (2) aging provides a
favorable environment for the occurrence
of cancer; or (3) the occurrence of most
cancers requires the passage of time, but
in no other way does cancer relate to
aging. Ershler and Longo (1997) point out
that all three of these possibilities may be
involved. Moreover, it is interesting to
note that in a review of the issue of aging
and cancer, Irminger-Finger (2003) con-
cluded that cancer is very much a part
of normal aging. Clearly, this investiga-
tor’s definition of normal aging differs
markedly from that of Shock (1984).
Recently, Hasty (2005) and Campisi (2005)
have independently presented novel views
of the relationship between aging and can-
cer. Hasty poses that aging acts both to
increase life span by preventing cancer in
early life and to decrease life span because
of functional deterioration in late life.
Campisi also proposes that aging protects
against the occurrence of cancer in
early life, but that the accumulation of
senescent cells by late life establishes a
cancer-promoting environment. The sec-
ond component of Campisi’s view is not
supported by the fact that there is a
decreased occurrence of cancer in the
10th and 11th decades of human life.

VII. Summary and Conclusions
The currently available database does not

provide a definitive answer to the question
of whether age-associated diseases are an

integral part of aging. However, the pre-
ponderance of evidence indicates it is
likely that at least some age-associated dis-
eases, in particular those classified as age
dependent by Brody and Schneider (1986),
are, indeed, an integral part of aging.

In this regard, it is of interest to con-
sider age-associated diseases within the
context of the time-honored, fundamen-
tal characteristics of aging: intrinsicality,
universality, progressivity, irreversibility,
and genetically programmed. Aging fits
the concept of intrinsicality only in the
limited sense that damage to biologically
important molecules, such as DNA, pro-
teins, and lipids, is probably the basis
of the aging phenotype. Strikingly, it is
believed that molecular damage of a simi-
lar type underlies age-associated diseases.
However, it is important to note that
both in what is classically called aging
and in age-associated diseases, extrinsic
factors often play the major role in caus-
ing this intrinsic molecular damage.

As for universality, physiological deterio-
rations, classically viewed as characterizing
the aging phenotype, are not universal, nor
are age-associated diseases. For example,
deterioration of kidney function has long
been considered a hallmark of the human
aging phenotype, a view that is based on
cross-sectional studies showing a marked
decrease in glomerular filtration rate with
increasing adult age (Rowe et al, 1976).
However, a longitudinal study of 446 par-
ticipants in the Baltimore Longitudinal
Study of Aging revealed marked individual
differences in the change with age in
glomerular filtration rate, with one-third of
participants showing no change (Lindeman
et al., 1985). On the other hand, as dis-
cussed above, atherosclerosis is almost uni-
versal in humans.

Regarding progressivity, most age-
associated diseases exhibit an age-
associated progression similar to the
age-associated physiological deteriora-
tions classically considered components
of the aging phenotype.
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Strictly speaking, neither the classically
recognized components of the aging phe-
notype nor age-associated diseases exhibit
irreversibility. For example, strength exer-
cise programs can result in some increase
in muscle mass in the elderly who have
experienced a massive age-associated loss
in muscle mass (Evans, 1995). Also, treat-
ment with recombinant apoA-I Milano
can reverse, to some degree, coronary ath-
erosclerosis in aged people who suffer
from acute coronary syndromes (Nissen
et al., 2003).

Currently, most biological geronto-
logists do not believe that aging is pro-
grammed in the evolutionary adaptive
manner that characterizes development
(Rose, 1991). However, the rate of aging
is the result of gene-environment inter-
actions (Rowe & Kahn, 1998); this is also
true of the occurrence and progression of
most age-associated disease processes. In
summary, age-associated diseases fit the
time-honored, fundamental characteris-
tics of aging at least as well as the classi-
cally viewed components of the aging
phenotype.

There are many reasons that the concept
of “normal aging” (defined as aging in the
absence of disease) should be discarded.
Aging without the occurrence of age-
associated disease is such a rare event that
this concept focuses attention on the
unique rather than the typical. Of course,
some may defend the use of the concept as
a reductionist approach to the study of
aging, and reductionism has certainly been
a powerful tool in biology. However, even
in this regard, the concept falls short
because, as discussed above, distinguishing
between physiological deterioration and
pathophysiology is often arbitrary. While
the tools for such a determination are
improving, the standards used for claiming
absence of disease are also changing. Thus,
the base to support this kind of reduction-
ist approach to the study of aging is
constantly shifting, and that is likely to
continue in the foreseeable future.
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The most compelling reason to
consider age-associated diseases as an
integral part of aging comes from our
understanding of the evolutionary basis
of aging. Specifically, aging is believed
to occur because of a progressive age-
associated decrease in the force of natu-
ral selection; thus, deleterious traits
expressed only at advanced ages do not
tend to be eliminated by natural selec-
tion. Because age-associated diseases do
not exhibit deleterious consequences
until advanced ages, even if they begin
at an early age, current views of the evo-
lutionary basis of aging lead to the con-
clusion that such diseases are exactly
what one would predict to be an integral
part of aging.

In conclusion, the question posed in the
title of this chapter (Are Age-Associated
Diseases an Integral Part of Aging?) has
yet to be definitively answered. However,
after carefully considering the materials
presented in this chapter, I am in total
agreement with the following statement
made by Robin Holliday (2004) in his
debate with Leonard Hayflick: “The dis-
tinction between age-related changes that
are not pathological and those that are
pathological is not at all fundamental.” It
is my view that rigidly holding to the
view that age-associated diseases are not
an integral part of aging may have had,
and is likely to continue to have, an
adverse effect on aging research. It tends
to limit the scope of the design of geronto-
logic studies, and to eliminate the use of
experimental models that might well pro-
vide unique insights into aging processes.
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Chapter 3

Dietary Restriction, Hormesis,
and Small Molecule Mimetics

David A. Sinclair and Konrad T. Howitz

I. Introduction

This edition of the Handbook of the
Biology of Aging is being published at
an exciting time for aging research. The
strict dietary regimen known as caloric
restriction (CR) or dietary restriction (DR)
is the only way to reliably and dra-
matically extend life span of mammals
without genetic intervention. Animals
subjected to DR live longer, not because
they spend additional months in a
decrepit state, but because they remain
more youthful and are somehow pro-
tected from the common diseases of
aging (Weindruch & Walford, 1988). Since
its discovery, it has taken 70 vyears
of intense research, combined with the
recent realization that aging is regulated
in response to the environment—which
some would call a paradigm shift in
thinking—to reach a point where many
scientists believe we finally understand
the principle by which DR works.

One of the main motivations for under-
standing how DR extends life span, apart
from using it as a tool to understand

aging, is the hope that with such knowl-
edge we might one day develop molecules
that could mimic its health benefits, thus
negating the need for us to undergo a
similarly strict diet. The ability of DR
to extend the maximum life span of
mammals is so remarkable that it took
numerous studies to reassure the scien-
tific community that DR is a universal
effect, not just specific to a particular
mouse strain or diet. As a scientific tool,
DR meets several important criteria: it is
highly effective, the effect is highly repro-
ducible, and the empirical procedure is
easily implemented. Besides meeting all
these requirements, the great advantage
of DR is that it extends the life span of
almost every life form it has been tested
on, including yeast, worms, flies, spiders,
dogs, and fish (Weindruch & Walford,
1988). Although there are exceptional
species that do not fit the DR paradigm,
namely mayflies and guppies (Carey et al.,
2005; Reznick et al., 2004), the broad
conservation of the DR effect means that
its basic mechanisms are likely to have
evolved early in life’s history and that we
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might tease them out by studying simpler
organisms.

Most scientists studying highly com-
plex organisms such as rodents and
humans have tended to focus on proximal
causes of aging. In contrast, researchers
studying less complex organisms such as
yeast, worms, and flies—which are
amenable to unbiased genetic screens for
long-lived organisms—have isolated genes
that regulate the pace of aging. In the past
few vyears, these so-called “longevity
genes” have been shown to respond to
environmental conditions, such as a lack
of food (see Figure 3.1). As we will see in
this chapter, the proximal causes of aging
and the longevity regulators are both inti-
mately connected to DR and both are
essential to understanding what underlies
this phenomenon. The effect of DR on the

DNA Damage
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proximal causes of aging and the path-
ways that regulate the pace of aging—the
two seemingly separate arenas of aging
research—mow appear to be manifesta-
tions of the same underlying ancient
mechanisms that evolved to help organ-
isms survive periods of adversity.

There have been many theories as to
how DR works, and many of them have
fallen out of favor or have been outright
disproved. In this chapter, both the old
and new theories of DR will be pre-
sented, partly to give a sense of how the
field has evolved, but also because it
provides a context in which to show how
many of these theories can be united
under one: the Hormesis Hypothesis of
DR (Anderson et al., 2003; Iwasaki et al.,
1988; Masoro, 1998; Mattson et al., 2002a;
Turturro et al., 2000).

Identification of
genes that link diet
and stress to longevity

1 990i 200%1 0

Characterization of daf-2
mutation in C.elegans

Aging genes Cell Defenses

Longevity Genes

=
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Figure 3.1 Changing views about aging. Before the 1970s, the predominant view was that aging was caused
by “death” genes that directed the process, as if it were simply an extension of development. Evolutionary
biologists argued that aging is not adaptive for most species, and this idea was laid to rest. During the late
1980s and 1990s, genetic screens in simple organisms such as yeast and worms uncovered single mutations
that could dramatically extend life span, seemingly contradicting the complexity of aging. Friedman and
Johnson’s discovery (1988) of age-1 mutations that extend worm life span was seminal. Around the turn of
the 21st century, it became apparent that longevity genes have evolved to protect organisms during times of
adversity and that they are activated by low nutrition and other mild biological stress.
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This chapter will begin with a summary
of the key discoveries in DR research and
then will briefly summarize the dramatic
physiological effects and health benefits of
DR. The central section will summarize
the theories about how CR works, dispel
some reoccurring myths, and discuss how,
with a shift in thinking, many of the cur-
rent (and valid) theories on DR can be
united by the Hormesis Hypothesis. The
chapter will conclude by presenting excit-
ing new avenues of research into the
development of small molecules that can
mimic the beneficial effects of DR, and
will attempt to predict where this rapidly
moving field might take us in the coming
decades.

II. Key Discoveries
A. The DR Paradigm

Throughout human history, numerous
societies have touted the health benefits
of frugal eating habits, including the
Ancient Greeks and Ancient Romans
(Dehmelt, 2004). In more recent times,
there are also accounts of specific individ-
uals who have fared better on a very lean
diet. A fifteenth-century Venetian noble-
man named Luigi Cornaro, for example,
is famed for his supposed 1,400-calorie
diet of meat, bread, and wine, which he
maintained from the age of 27 until his
death at 103. More recently, Professor
Maurice Guéniot, a president of the Paris
Medical Academy at the turn of the 20th
century, is famed for having lived on a
restricted diet and for dying at the age of
102. But of course these are not scientific
studies and cannot be treated as more
than traditions or anecdotes.

In 1917, Osborne & Mendel (1917)
published the first scientific study show-
ing that restricting food extended life,
but it had little impact because a publi-
cation by Robertson and Gray reported
just the opposite (Robertson & Ray,
1920). The first widely recognized study

of dietary restriction was conducted
between 1934 and 1935, at a time when
aging was considered part of an organ-
ism’s developmental process. To Clive
McCay and his colleagues at Cornell
University, it seemed reasonable that if
the pace of development of an animal
were slowed, say by restricting food
intake, its life span would correspond-
ingly increase. They tested this idea
by substituting 10 to 20 percent of the
rats’ diet with indigestible cellulose, thus
cutting back on their caloric intake
(Krystal & Yu, 1994; McCay, 1934). Con-
sistent with predictions, the underfed
rats did develop slower and lived sub-
stantially longer, although the hypothe-
sis was ultimately proven incorrect.

These first experiments of McCay
were not hailed as a breakthrough, partly
because they were not performed under
strictly controlled conditions on homo-
geneous groups of animals, and partly
because the data conflicted with the
current dogma that that poorly fed mice
die sooner. But McCay, certain he was
right, had already begun another exper-
iment, this time on large cohorts with
carefully controlled diets. Over 100 ani-
mals were used. He and his colleagues
Mary Crowell and Leonard Maynard
published a landmark paper titled “The
Effect of Retarded Growth Upon the
Length of Life Span and Upon the Ulti-
mate Body Size” (McCay et al., 1935).
In it they reported:

the experiment is in its fourth year, but
the results are [already] conclusive in
showing that the animals that mature
slowly have a much greater life span than
the rapidly growing ones. . .. This exten-
sion of the life span by means of retarded
growth indicates that the potential life
span for a given species is much longer
than has been anticipated. Furthermore,
these data suggest that the longer life
span of the female may be related to the
slower growth rate of the female sex as
the animal approaches maturity.
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Although their interpretations of the
results are now considered incorrect,
the results themselves are highly repro-
ducible. They have been validated in
dozens of laboratories and with differ-
ent versions of the diet and using differ-
ent strains of rats and mice (Krystal &
Yu, 1994; Weindruch & Walford, 1988).
One recent study went so far as to test
three rat and four mouse genotypes
each with different life spans and differ-
ent spectra of disease susceptibility
(Turturro et al., 1999). When subjected
to DR, all of them lived significantly
longer on average and were less prone to
age-associated diseases. It is worth not-
ing, however, that the optimal amount
of DR is still debated and is likely geno-
type-specific. Weindruch (1996), for
example, severely restricted caloric
intake of a strain of mouse by 65 per-
cent (i.e., feeding them 35 percent ad
Iibitum amount) and this was their
longest-lived group.

To characterize the long-lived animals,
Will & McCay (1941) determined their
metabolic rate and, to their surprise,
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found that they had higher cal/kg/h
metabolism than the ad Iib (AL)-fed
counterparts. The animals also failed to
undergo the usual age-related decline in
metabolic rate between 850 to 1,150 days
of age (rats typically live ~1,000 days).
This DR-dependent increase in meta-
bolic rate has been validated subse-
quently by multiple rodent studies
described below, and for other species
such as Caenorhabditis elegans and
Drosophila melanogaster (Braeckman
et al., 2002; Hulbert et al., 2004). To this
day, the misconception that DR works
by slowing metabolic rate persists.

B. Timing of the Diet

Shortly after the work of McCay, a set
of researchers began testing the effects
of diet composition and implementing
DR at different ages and at more
moderate levels of restriction. Table 3.1
King & Visscher (1950) reported that
33 percent food restriction was benefi-
cial, whereas 50 percent was too severe.
Ross found that a 30 percent reduction in

Table 3.1
The Effect of Different DR Regimes on Rat Mortality Rates

Study Mortality Rate Doubling Time, MRDT (Years)®
AL CR Ratio CR/AL
Ross, 1959 0.17 0.38 2.23
Berg and Simms, 1960 0.17 0.27 1.59
Ross and Bras, 1973
10% protein 0.30 0.42 1.40
22% protein 0.28 0.65 2.32
51% protein 0.33 0.57 1.72
Goodrick et al. (1983)
For 10 months 0.25 0.44 1.76
For 18 months 0.31 0.59 1.90
Yu et al. (1982) 0.30 0.53 1.77
Yu et al. (1985)
After 6 weeks 0.19 0.27 1.42
6 weeks to 9 months 0.19 0.19 1.00
After 6 months 0.19 0.32 1.63

aPost-maturity Mortality Rate Doubling Time (MRDT) is an indicator of the rate of aging of a
population. The higher the number, the slower the rate at which mortality increases with age.

Adapted from Krystal and Yu, 1994.
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caloric intake was close to optimal in
rats, with a doubling of life expectancy
and an increase in maximum life span
of more than 30 percent (Ross, 1972).
Carlson and Hoetzel discovered that they
could extend the mean and maximum
life span of rats about 10 percent by fast-
ing one day out of every four (Carlson &
Hoetzel, 1946), but the benefits of
restricting food only a few days in a week
are highly dependent on the animal’s
genotype and the age at which the feed-
ing regimen is implemented (Goodrick
et al., 1990). Nelson and Halberg (1986)
showed that the life span extension is
not due to the animals eating only once
versus the AL animals who nibble
throughout the day.

In 1947, Ball and colleagues (1947)
reported that lifelong DR dramatically
extends the life span of mice (max life
span = 850 days vs. 550 days), whereas
DR for the first 240 days had little effect.
Switching animals from DR back to a
normal AL diet after 8 months gave an
intermediate result (max = 600 days).
Although it was not appreciated at the
time, this paper effectively disproved
McCay’s hypothesis that DR works by
slowing development. There have been
numerous studies since, in mice, rats,
golden hamsters, worms, flies, and yeast
(Krystal & Yu, 1994; Weindruch &
Walford, 1988).

Today, it is generally accepted that
DR implemented during only the first
few months of life of a rodent can have
small longevity benefits, but the most
efficacious and reliable treatment for
extending life span is long-term DR
(Weindruch & Walford, 1988). With
regards the effect of DR on young ani-
mals, it is likely that the diet has lasting
effects into adulthood because it perma-
nently alters the endocrinological state
of the animal, but this remains to be
proven. For flies, there is no lasting
effect of DR. In fact, their mortality rate
returns to that of well-fed flies within

days of being switched to a full diet
(Good & Tatar, 2001).

C. Diet Composition

Several laboratories have been instrumen-
tal in addressing the question of whether
the DR effect is due to the total reduction
in food intake or the lack of a specific
component. Early on, reduced protein
consumption was suspected as the major
cause of the effect. Indeed, low-protein
diets effectively reduce the incidence of
kidney disease and can slightly extend
life span (Bras & Ross, 1964; Iwasaki
et al., 1988), but total caloric restriction
always has a greater effect on life span
(Masoro, 1985). Interestingly, Yu and col-
leagues found that DR animals consume
about the same total number of calories
during their life span as AL-fed animals
(36,000 Kcal), leading to speculation that
life span might be related to the total
number of calories consumed per rat
per lifetime (Yu et al., 1985). Neither the
restriction of minerals nor fat affected life
span (Iwasaki et al., 1988)

A surprise finding has been that severe
restriction of a single amino acid, methio-
nine, is sufficient to extend rat life
span (Orentreich et al., 1993; Richie et al,,
1994, 2004). The same observations have
been made in lower organisms such as
yeast, worms, and flies (Bitterman et al.,
2003; Braeckman etal., 2001b; Gems
et al., 2002; Tatar et al., 2003). For exam-
ple, yeast life span is extended not only by
restricting calories (i.e., glucose) but also
by restricting amino acids, nitrogen, or by
heat or osmotic stress (Bitterman et al.,
2003). Similarly, the life span of flies
and worms can be extended not only by
restricting their traditional food sources
(i.e. yeast and bacteria) but also by
mild stresses such as heat shock and
overcrowding (Braeckman et al.,, 2001Db;
Michalski et al, 2001; Walker etal,
2003). Thus, the important determinant of
longevity is not necessarily the restriction
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of calories, but rather any nutrient defi-
ciency that can invoke a survival response
(Braeckman et al., 2001b; Lamming et al,,
2004; Turturro et al., 2000). These obser-
vations support the Hormesis Hypothesis,
which states that DR is a mild stress that
provokes a survival response in the organ-
ism. This stress response then boosts
resistance to biological and chemical
insults and counteracts the causes of
aging. A more detailed description of this
theory is presented in a later section.

In summary, over the past 70 years, the
DR paradigm has proven extremely
robust. It can be observed for varying
extents of restriction, diet composition,
time and duration of the treatment, for a
variety of different genetic backgrounds
and species. It is the robustness and con-
servation of the DR paradigm that makes
it such a powerful tool for the investiga-
tion of the mechanisms that cause aging
and the pathways that regulate aging in
response to environmental conditions.

III. Physiological Effects of DR
on Mammals

A large body of literature has been accu-
mulated over the past 70 years on the
effects of DR on mammalian physiology.
Many of the key findings about the
physiological effects of DR are better
discussed within the context of specific
hypotheses about how DR works (see
below). As with previous editions of this
book, it is neither possible nor appro-
priate to present more than a summary
of the effects of DR within a chapter
of this length. Excellent reviews on the
physiological effects of DR have been
published elsewhere (Krystal & Yu, 1994;
Masoro, 2000; Weindruch & Walford,
1988). Here, our discussion will focus on
the effects of DR that are likely to be
relevant to understanding the basis of
the phenomenon, and on the latest find-
ings at the cellular and molecular levels.
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A. Rodents

For both mice and rats, DR is highly effec-
tive at slowing age-dependent physiologi-
cal decline in various tissues and systems,
such as muscle (i.e., sarcopenia) and the
immune system (Dempsey et al., 1993;
McKiernan et al., 2004; Pahlavani, 2004;
Spaulding et al., 1997), although there are
exceptions (Sun, 2001). DR also delays the
occurrence of almost every disease associ-
ated with aging, including heart disease,
cataracts, diabetes, and neurodegeneration
(Weindruch & Walford, 1988). Moreover,
DR is the most potent, broadly acting
anti-cancer regimen we know of in ani-
mal models (Hursting et al., 2003; Raffoul
et al., 1999). DR lowers body temperature
and increases the physical activity of mice
and rats, although neither of these effects
is considered a likely cause of increased
longevity, with perhaps the exception of
its anti-cancer effects (Koizumi et al,,
1996; McCarter et al., 1997). Numerous
studies have shown that DR animals are
more resistant to a variety of toxins and
drugs, such as isoproternol, an asthma
drug, and ganacyclovir, an antiviral drug
(reviewed by Hart etal, 1995). The
beneficial action of DR against many
of these toxins seems to be two-fold:
altered drug metabolism in vivo, leading
to increased excretion or less conversion
of the molecule to its toxic form, and
the resistance of individual cells to the
toxin or drug.

At the cellular level, DR modulates
several fundamental processes that may
be intimately involved in aging. For exam-
ple, DR retards the age-related decline in
certain DNA repair capacities (Guo et al,,
1998; Lipman et al., 1989; Weraarchakul
et al.,, 1989), although not all types of
DNA repair or tissues are affected (Haley-
Zitlin & Richardson, 1993; Prapurna &
Rao, 1996). The ability of DR to reduce
an accumulation of damage to proteins,
lipids, and DNA during aging is also
well documented in dozens of studies
(Dempsey et al., 1993; Moore et al., 1995;
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Ward, 1988; Xia etal, 1995). As one
example, the rate at which mutations
accumulate during aging (or following
exposure to DNA-damaging agents such
as bleomycin) is markedly lower in DR
animals (Aidoo et al., 1999). Hsp70 is a
protein-folding chaperone that also blocks
apoptosis by binding to Apaf-1 (Ravagnan
et al., 2001). The ability of cells to induce
hsp70 in response to heat shock remains
relatively high in DR animals, seemingly
due to the preservation of a transcription
factor that binds to the gene’s promoter
(Heydari et al., 1993; Pahlavani et al,
1995). DR also alters the susceptibility of
cells to apoptosis, but in which direction
seems to depend on the cell type and
the degree of damage inflicted (reviewed
in Zhang & Herman, 2002).

Various age-associated changes in
hormones, cytokines, and neurotransmit-
ters are attenuated by DR. For example,
the decrease in cholinergic and dopamin-
ergic stimulation of inositol phosphate
signaling components is reduced (Undie
& Friedman, 1993), and the age-dependent
decrease in the secretion of growth
hormone and IGF-1 is attenuated by DR
(D’Costa et al., 1993). Recently, micro-
array transcriptional profiles of DR
animals have identified some of the genes
that could underlie the physiological
effects of DR. In summary, the genes that
are affected by DR indicate increases in
gluconeogenesis, the pentose phosphate
pathway, and protein turnover (Cao et al.,
2001; Prolla, 2002; Sreekumar et al., 2002;
Weindruch et al., 2001), with conflicting
data on whether genes that regulate apop-
tosis are decreased (Weindruch et al,
2001) or increased (Cao et al., 2001).

B. Primates

In 1987, the first controlled study of
CR in rhesus and squirrel monkeys was
initiated at the National Institute on
Aging (Ingram et al.,, 1990). A similar
study is also underway at the University

of Wisconsin (Kemnitz et al., 1993). To
date, the results strongly suggest that
the same beneficial effects observed in
DR rodents also occur in primates
(Edwards et al., 1998; Zainal et al., 2000).
The monkeys matured more slowly and
achieved shorter stature than controls
(Roth et al., 2001). Other notable physio-
logical changes included lower plasma
insulin levels; reduced total cholesterol,
triglycerides, blood pressure, and arterial
stiffness; higher HDL (good cholesterol);
and slower decline in circulating levels
of a hormonal marker of aging, DHEAS.
These biomarkers suggest that DR pri-
mates are aging more slowly and will be
less likely to incur diseases of aging such
as diabetes and cardiovascular disease
(Roth et al., 2001). Bone mass is slightly
reduced, but in approximate proportion
to the smaller body size.

Is there evidence that DR would extend
the maximum life span of humans? Short-
term markers of DR in rodents appear to
occur in people on strict low-calorie diets,
and six month pilot-scale trials of DR in
humans have been initiated (Roberts et
al., 2001). But in the absence of large
cohorts of clinically controlled subjects,
some researchers have turned to members
of the population who have taken it
upon themselves to restrict calories, some
for as long as a decade. The first of such
studies was recently published and, in a
sample of 18 individuals who had been on
DR for an average of six years, there
was good evidence of improved cardiovas-
cular health (Fontana et al, 2004). The
DR group also had lower serum levels of
various indicators of health such as
LDL, triglycerides, fasting glucose, fasting
insulin, and C-reactive protein. Blood
pressure was lower, and the intima-media
of the carotid artery was 40 percent thin-
ner. Members of the Biosphere 2 crew,
who were subjected to a low-calorie diet
(1,750 to 2,100 kcal/d) for two years, also
experienced hematologic, physiologic,
hormonal, and biochemical alterations
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that resembled those of DR rodents and
monkeys (Walford et al., 2002). Although
these results are encouraging, the
longevity benefits and potential health
issues arising from long-term DR in
humans remain to be established.

IV. Mechanisms of DR

Although there have been many theories
on how DR works, we appear to be on the
verge of understanding, at least in a
general sense, what underlies the phe-
nomenon. Some might argue that there is
no reason for such optimism, and that
today is no different from yesterday.
Clearly, other researchers thought the
same thing about their theories, only to
be disappointed, so what is so different
this time? It is the first time almost all
current theories of DR can be integrated
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into a single unifying theory. It is also the
first theory that can explain most of the
observations in the field, many of which
were seemingly disconnected. It is as if
scientists have been holding the same
animal from different ends without real-
izing it until now. First, we will review
how the field of DR restriction evolved;
we will then discuss the paradigm shift
that led us to where we are today.

A. Early Theories
1. Developmental Delay

Most researchers in the first half of
the 20th century believed that aging
was part of the developmental process
Table 3.2. So, just as there are genes for
development, they reasoned there must
be genes for aging. This led to the idea
that DR worked by slowing development.

Table 3.2
Hypotheses to Explain Life Span Extension by Dietary Restriction

Hypothesis Evidence For

Evidence Against

Developmental delay

DR slows development; animals with

DR works post-puberty

slower development tend to live longer

Decreased metabolic

DR lowers body temperature, some

DR does not lower metabolic
rate or frequency of certain
mutations in mitochondria

Only partial overlap between dwarf

rate evidence for lowering of mutation
frequency; good evidence for
uncoupling of oxidative
phosphorylation, thus reducing ROS
Endocrinological DR alters numerous endocrine factors;
changes mice mutant for IGF-1 or growth

hormone live longer
Enhanced cell defenses
and increased cell

survival
Decreased Inflammation underlies some diseases
inflammation of aging and DR reduces the

age-associated increase in the
inflammatory response

CR proven to work via hormesis for
budding yeast; long-lived animals
have increased stress resistance; fits
with evolutionary theories of aging

Hormesis (i.e., CR)
provokes a mild stress
response, causing
enhanced cell defenses
and metabolic changes,
coordinated by the
endocrine system

Cells from DR and long-lived animals
tend to be stress resistant

and DR mice; IGF-1 mutant
mice still respond to DR

DR increases rates of cell death
in some tissues

Reports in the literature of the
effect of DR on inflammatory
responses are inconsistent

Hormesis is unproven in
mammals
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But the hypothesis did not survive long
as researchers showed that placing adults
on a DR diet also extended life span.
Today, the idea that aging is part of a
program is no longer considered valid by
evolutionary biologists and geneticists
alike. Rather, aging is believed to arise
due to a lack of selection for health late
in life and the inability of organisms
to maintain a pristine and immortal
soma due to the competing demands of
activities such as growth and reproduc-
tion (Charlesworth, 2000; Kirkwood &
Holliday, 1979; Medawar, 1946).

2. Reduced Metabolic Rate

Existing data on the relationship
between metabolic rate (i.e., energy
expenditure) and life span are “contradic-
tory and extremely confused” (Speakman
et al., 2003). In 1908, German physiolo-
gist Max Rubner reported that animals of
various sizes utilize a similar number of
calories per weight per lifetime (Rubner,
1908), which was the basis for Pearl’s
Rate of Living Hypothesis (Pearl, 1928).
For about 50 years, the theory that life
span is proportional to metabolic rate
enjoyed center stage. Support for this
theory came from indirect evidence and a
series of inverse correlations between
metabolic rate and life span, and today it
is not considered valid. Although there is
a rough correlation between metabolic
rate and life span, there are many excep-
tions. For example, a rat and a bat
have similar metabolic rates, yet a bat
lives around five times longer (Wilkinson
& South, 2002). Many researchers
also have tended to equate the Rate of
Living Hypothesis with the Free-Radical
Hypothesis (see Chapter 10), while
assuming that reduced metabolic rate
means fewer free radicals are generated,
when in fact there is currently no scien-
tific merit to the linking of these two
theories (Yu, 1993).

The Rate of Living Hypothesis quickly
gave rise to the misconception that DR
extends life span by lowering metabolic
rate. Between 1950 and 1981, four groups
showed that reducing the food intake
of rats slows metabolic rate per unit
body mass (reviewed in Krystal & Yu,
1994). One recent study in primates
reported that total daily energy expendi-
ture was lower in the calorie-restricted
monkeys than in the AL monkeys, even
when corrected for differences in body
size using body weight (DeLany et al.,
1999). However, numerous other studies,
most notably those from Ed Masoro’s
group, show that DR animals have equal
or higher metabolic rates than AL ani-
mals, although they do experience an
initial drop in metabolic rate in the first
six weeks (Duffy et al.,, 1997; Masoro,
1998; Masoro et al.,, 1982; McCarter
et al., 1985; McCarter & Palmer, 1992;
Yu et al., 1985).

In simple eukaryotes and mammals,
most studies have failed to find evi-
dence for the Rate of Living Hypothesis.
For example, studies by Vanfletteren’s
group in C. elegans have found no evi-
dence for decreased metabolic rate dur-
ing CR (Braeckman et al., 2002), and one
study reported an increase (Houthoofd
et al., 2002). Linda Partridge’s group
also found no correlation between diet
and metabolic rate in D. melanogaster
(Braeckman et al., 2002; Hulbert et al.,
2004).

A recent study in rodents also found a
positive association between metabolic
activity and life span (Speakman et al.,
2003, 2004). With regards metabolic
theories of DR, this finding is consistent
with a variation on the theme known as
the Uncoupling to Survive Hypothesis,
which predicts that increased energy
metabolism (therefore greater uncou-
pling/proton leakage) should be associ-
ated with increased longevity (Speakman
et al., 2004).
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As noted by Masoro (2001), the miscon-
ception that DR works by inducing
hypometabolism has been perpetuated.
This is well illustrated by the following
example. Based on a paper by Imai and
colleagues in the prestigious journal
Nature, members of the scientific and lay
press published articles suggesting that
the yeast Sir2 longevity regulator is acti-
vated by reduced metabolic rate, which
might free up NAD, a co-substrate of the
enzyme. Clearly, claims that increased
longevity is caused by reduced metabolic
rate should be avoided, no matter how
attractive the hypothesis (Masoro, 2001).

3. Laboratory Gluttons

Numerous researchers have speculated
that the effect of DR on extending life
span might be a laboratory artifact. The
argument is the following: DR is a more
natural diet for the animal, similar to
what it would be in the wild, and that
the AL control animals might simply
be overfed and more prone to disease
(Cutler, 1982; Hayflick, 1994). For this
reason, many labs have switched to a
controlled diet for the non-restricted
animals to ensure that they are not
overfeeding. These laboratories report
that DR still increases life span to the
same extent as an AL diet in these
experiments (Pugh et al., 1999).

A fact that supports DR being a bona
fide natural physiological response is
that it improves the health and life span
of almost every species it has been tested
on. It seems unlikely, but possible, that
for all these species—yeast, worms, flies,
fish, spiders—it is a case of overfeeding
the control organisms. In the wild, yeast
and flies often have an abundance of
food, far more than is supplied in the lab.
Another argument against DR being a
laboratory artifact is that animals in
their native environment must eat more
than DR animals for at least part of their
life to be fertile; a lifetime of reduced
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energy intake would result in extinction
of the species (Austad, 2001). Austad also
calculates that the amount of food con-
sumed by a typical laboratory mouse is
similar to that in the wild (about 3
kJ/g/day); clearly ad Ilibitum-fed mice in
the laboratory are not “grossly overfed”
(Austad, 2001).

4. Glucocorticoid Cascade

One theory of aging is that steroids that
circulate in the blood stream and play
a role in the body’s stress response,
the glucocorticoids, are a cause of aging.
Supporting the Glucocorticoid Cascade
Hypothesis were several studies that
linked chronic stress with accelerated
aging. Unfortunately for this model, DR
animals have higher, not lower, levels of a
key glucocorticoid, corticosterone, and
there is no increase in levels of this steroid
in older animals as the hypothesis pre-
dicted (reviewed in Krystal & Yu, 1994).
Although more work is needed in this
area, these results present a serious chal-
lenge to the glucocorticoid hypothesis.

5. Decreased Fat

Given the negative effects of obesity, it is
natural to assume that DR might work by
reducing fat stores (Berg & Simms, 1960).
Despite early indications that the theory
might be correct (Bertrand et al., 1980),
over the past 20 years it has been con-
tradicted by numerous studies showing
no correlation between body fat and
life span (Harrison et al., 1984; Masoro,
1995). A recent study of mice of various
genetic backgrounds found no relationship
between life span and body mass, fat mass
(Speakman et al.,, 2003). This study did,
however, find evidence for higher levels
of proton leakage in the mitochondria of
longer-lived outbred mouse strains, which
supports the Uncoupling to Survive
Hypothesis, as described below. In the
case of DR rodents, those that maintain a
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higher level of fat are often longer lived
(Masoro, 1995). Another study showed
that AL rats kept as lean as CR rats by
running on an exercise wheel do not show
the same degree of life extension, and
there was no increase in maximum
longevity in the lean runners compared
with controls (Holloszy, 1997).

The Decreased Fat Hypothesis has
become popular recently after the demon-
stration that fat cells secrete factors that
can promote aging if present in excess
(Barzilai & Gabriely, 2001; Barzilai &
Gupta, 1999; Gupta et al, 2000) and
the 15 percent increase in life span of
mice with a fat-specific knockout of the
insulin receptor (FIRKO) (Bluher et al,
2003). While it is possible that fat cells
modulate the pace of aging by secreting
humoral factors, and more detailed
studies of specific fat depots are required,
there is currently little evidence that
total fat levels play a major role in life
span extension by DR.

6. Decreased Inflammation

The Inflammation Hypothesis of Aging,
as its name implies, states that the
inflammatory process is a major under-
lying cause of the aging process (Chung
et al., 2002). Although the theory is con-
troversial, there is no doubt that inflam-
mation is an important component of
many age-associated diseases, including
neurodegeneration, heart disease, and
vascular dysfunctions of diabetes. Aging
is positively correlated with increases in
the activity of NF-kB, a ubiquitous pro-
inflammatory transcription factor (Chung
et al., 2002). Cytokine production is
altered in such a way to promote inflam-
mation, such as prostagalandins (PGE,,
TXA,, PGH,, and PGG,], MPO, COX-2,
iNOS, TNFOJ, IL-1, IL-6, IFN, and TGF@
(Chung etal, 2002; Gen Son etal,
2005). Unfortunately, at least for the
cytokines, most age-related changes have
only been investigated in vitro, and the

results are not always consistent (Chung
et al., 2002). Nevertheless, it is well
established that DR suppresses inflam-
mation both in vitro and in vivo. For
example, DR suppresses COX-derived
ROS generation during aging and blunts
the increase in the production of TXA,,
PGI,, and PGE,;, among others (Cao
et al., 2001; Kim et al., 2004). DR is also
effective at suppressing inflammation
in vivo, as recently demonstrated in a
rat model of arthritis (Seres et al., 2002).
Whether DR extends mammalian life
span primarily by suppressing inflamma-
tion is debatable, but many researchers
would agree that it does play some role.

B. Current Theories on DR based on
Proximal Causes of Aging

1. Reduced Reactive Oxygen
Species (ROS)

The act of living generates reactive oxygen
molecules that can damage cellular con-
stituents such as proteins, DNA, and
lipids. These molecules are also referred to
as free-radicals or reactive oxygen species
(ROS). Each human cell receives 10,000
ROS hits per day, which equals 7 trillion
insults per second per person. Because our
cellular repair systems are not efficient
enough to cope with the onslaught, ROS-
mediated damage accumulates with time
and is considered to be a major cause of
aging (Harmon, 1956).

Consistent with the free-radical theory
of aging (Harmon, 1956), aged mammals
contain high quantities of oxidized lipids
and proteins as well as damaged/mutated
DNA, particularly the mitochondrial
genome (reviewed in Droge, 2003; Dufour
& Larsson, 2004). Moreover, mice with
an accelerated rate of mutation in mito-
chondrial DNA exhibit signs of prema-
ture aging, such as weight loss, reduced
subcutaneous fat, hair loss, osteoporosis,
anemia, and reduced fertility (Trifunovic
et al., 2004). With regards DR, the diet
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slows the increase in the rate of lipid
peroxidation and the associated loss
of fluidity of biological membranes, the
accumulation of oxidatively damaged
proteins, specifically “carbonylated” pro-
teins, and the increase in oxidative dam-
age to DNA (reviewed in Barja, 2004,
Merry, 2002).

Among the many scientists who
hypothesize that ROS are a major cause of
aging, there is some debate as to whether
DR works primarily by decreasing ROS
production or increasing ROS defenses
and repair. There are data for both these
hypotheses, and they are by no means
mutually exclusive. Currently, the evi-
dence better supports the lowering of ROS
production by DR; the antioxidant
defense findings are variable, depending
on enzyme(s) and tissues examined. In
favor of the first hypothesis, DR has been
shown to decrease the production of two
key ROS, superoxide radicals and hydro-
gen peroxide (Sohal et al., 1994b), and to
slow the accumulation of ROS-induced
damage (Lindsay, 1999; Sohal et al,
1994a; Zainal et al., 2000). The mitochon-
drial complexes I and III of the electron
transport chain are considered to be the
major sources of ROS (Barja, 2004,
Gredilla et al., 2004; Lopez-Torres et al.,
2002). DR also slows the age-dependent
increase in iron content of the kidney,
thereby reducing ROS damage to that
organ (Cook & Yu, 1998). A recent study
showed that COX-2-derived ROS produc-
tion during prostaglandin biosynthesis
increases with age in rats, and that this is
suppressed by DR (Chung et al., 1999).

There is considerable evidence that ROS
defenses are also upregulated by DR, but
as with most aging theories, the scientific
literature on this topic is replete with
inconsistencies. The results seem to
depend on which enzyme and tissue one
looks at (Xia et al., 1995). In support of the
ROS repair/defense theory, DR rodents
seem to have higher activity of catalase
and lower lipid peroxidation than AL con-
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trols (Koizumi et al.,, 1987; Mote et al.,
1991), although lower levels of mRNA of
other defense genes such as CuZn-
superoxide dismutase (SOD), glutathione
peroxidase, and epoxide hydrolase, and
these do not apparently change with age or
diet (Mote et al., 1991). Additional support
for the theory comes from a study that
reported levels of mRNA and enzymatic
activity for SOD, catalase, and glutathione
peroxidase remain higher in DR rats ver-
sus AL, and that ROS damage is lower
(Rao et al., 1990). These findings have
been corroborated by subsequent animal
studies (Armeni et al., 2003; Xia etal,
1995). Microarray analyses of tissues from
DR mice show that mRNA for specific
DNA defense enzymes, such as SODI and
SOD2, are increased relative to ad Ilib-fed
mice (Sreekumar et al.,, 2002; Weindruch
etal., 2001). Numerous other studies
show that DNA-repair protein levels
and activities are higher in DR animals
compared to controls (Cabelof et al., 2003;
Um et al., 2003).

Although the free-radical theory of DR
remains popular, and hundreds of studies
have been published on the subject,
the experimental evidence so far is not
convincing (Lindsay, 1999). Proof that
antioxidants are beneficial is mainly
limited to the demonstration that they
slightly increase average life span in
rodents and flies, but there is little
evidence to support an increase in maxi-
mum life span.

In Drosophila, there has been con-
siderable work done in examining this
hypothesis, but the data are contradictory.
Flies transgenically altered to overexpress
human SOD are stress resistant and live
up to 40 percent longer (Parkes et al.,
1998; Reveillaud et al, 1992; Spencer
et al., 2003), but the effect is genotype-
and sex-specific (Parkes et al., 1998;
Reveillaud et al., 1992; Spencer et al.,
2003). Molecules that might soak up ROS,
such as melatonin, carnosine, epithala-
min (a pineal peptide) and epitalon (a
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short peptide of Ala-Glu-Asp-Gly),
increase average life span of flies up to 16
percent (Izmaylov & Obukhova, 1999;
Khavinson et al., 2000; Yuneva et al,
2002). Whether these effects are due
to antioxidant properties has not been
convincingly demonstrated. Contradict-
ing these studies is the recent demonstra-
tion that there is no apparent correlation
between ROS production and fly life span,
and DR does not reduce ROS production
in these animals (Barja, 2004; Merry,
2002; Miwa et al., 2004).

In mammals the situation is no better.
A recent study of rat liver and brain
reported that DR does not affect the
accumulation of a common age-related
deletion in mitochondrial DNA (Cassano
et al., 2004). There have also been
numerous reports that DR has little
effect on ROS defense mechanisms
and, if anything, DR attenuates the age-
dependent increase (Gong et al., 1997;
Guo et al, 2001; Luhtala et al., 1994,
Rojas et al., 1993; Stuart et al., 2004).
This discordance could be due to the
fact that many of the studies examined
different tissues, or perhaps it is because
some measured mRNA levels and others
measured protein activity, making direct
comparisons between studies difficult.
That aside, perhaps the most convincing
evidence against the free-radical theory
of aging is that mice with an SOD2 defi-
ciency, which have increased oxidative
damage, do not show signs of premature
aging by a variety of measures (Van
Remmen et al., 2003).

2. Alterations in Apoptosis

In response to damage or stress, cells will
attempt to repair and defend themselves,
but if unsuccessful, they often undergo
programmed cell death, or “apoptosis.”
Aging is generally associated with
increased rates of stress-induced apop-
tosis (Higami & Shimokawa, 2000),
and the cumulative effects of cell loss

have been implicated in various diseases,
including neurodegeneration, retinal
degeneration, cardiovascular disease, and
frailty (reviewed in Zhang & Herman,
2002).

The Cell Survival Hypothesis of CR
states that the increased life span of
mammals is due to an attenuation of cell
loss over time, particularly cells that
are easily replaced, such as neurons and
stem cells (Cohen et al., 2004b). Consis-
tent with this idea, cells cultured from
long-lived genetic mutants, such as the
p665ch knockout mouse and long-lived
dwarfs, are typically less prone to stress-
induced apoptosis (Migliaccio et al,,
1999; Murakami et al., 2003). Numerous
studies have examined rates of apoptosis
in cells and tissues from DR animals,
and the results have been varied. Many
studies have reported that DR increases
rates of apoptosis (or genes that promote
apoptosis), especially rapidly dividing tis-
sues such as skin, pre-neoplastic cells,
and the immune system (Cao et al., 2001;
Mukherjee et al., 2004; Tsuchiya et al.,
2004; Wachsman, 1996). This apparent
increase in apoptosis is thought to be
a major mechanism by which DR rats
maintain healthy cells and are relatively
resistant to cancer (James et al.,, 1998;
Zhang & Herman, 2002).

On the other hand, a number of recent
studies indicate that DR protects a vari-
ety of cell types from apoptosis, including
neurons, liver cells, and immune cells
(Calingasan & Gibson, 2000; Hiona &
Leeuwenburgh, 2004; Monti & Contesta-
bile, 2003; Selman et al.,, 2003). Recent
findings indicate that DR may have a
profound effect on brain function and
vulnerability to injury and diseases by
enhancing neuroprotection and reducing
susceptibility to apoptosis. Two studies
have reported that neurons of DR animals
express high levels of two key apoptosis
inhibitors, XIAP and ARC, and are more
resistant to stress-induced apoptosis
(Hiona & Leeuwenburgh, 2004; Shelke
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& Leeuwenburgh, 2003). DR even pro-
tects hippocampal neurons from apopto-
sis due to a presenillin-1 mutation in a
mouse model of Alzheimer’s disease
(Mattson et al., 2002b).

With regards the liver, primary hepa-
tocytes from DR animals are less sus-
ceptible to cytotoxins and genotoxins
(Shaddock et al., 1995). At the molecular
level, expression of p53 and Fas receptor
in hepatocytes goes up with aging, but
DR suppressed this age-enhanced increase
(Ando et al.,, 2002). The pro-apoptotic
gene gaddl53/chop is also repressed
by DR in liver hepatocytes, causing
decreased apoptosis and increased resist-
ance to hydrogen peroxide (Ikeyama
et al., 2003). DR has also been reported
to suppress apoptosis in aging rat livers,
possibly by attenuating the activity of
DNase gamma endonuclease (Tanaka
et al., 2004). In one notable study, DR
fully suppressed TNFalpha-mediated
hepatic apoptosis (Hatano et al., 2004).

Lymphocytes in DR mice are much
less susceptible to oxidative stress-
induced apoptosis due to attenuation
of TNF-alpha and Bcl-2 levels (Avula &
Fernandes, 2002), and transcripts
involved in suppressing apoptosis and
promoting cell survival are increased
by DR (Weindruch et al., 2001). In a
recent study, levels of the SIRT1 (a pro-
tein deacetylase homologous to the Sir2
longevity gene in yeast and worms) were
shown to be elevated in DR rats, which
attenuates cells’ susceptibility to apop-
tosis by sequestering the pro-apoptotic
protein Bax away from mitochondria
(Cohen et al., 2004b). SIRT1 also deacety-
lates the FOXO3 transcription factor,
tipping the scales even further towards
cell protection and survival (Antebi,
2004; Brunet et al.,, 2004). Sinclair and
colleagues propose that SIRT1 protects
irreplaceable cells such as neurons and
stem cells from death during times of
stress, thus maintaining physiological
function with age. In summary, it is
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generally accepted that the rates of
apoptosis increase with age and that
DR modulates this process, either up
or down, depending on the cell type.
Whether this contributes to longevity
is still hotly debated.

3. Protein Turnover

Several protein modifications accumu-
late with age, the most widely studied is
the carbonyl addition, which results pri-
marily from oxidative damage (Stadtman,
1995). Other modifications include gly-
cation, racemization, isomerization, and
deamination. Protein turnover is an
efficient way for a cell to maintain
functional proteins, and most modified
proteins are marked for degradation by
cytosolic proteases or the proteosome.
There is abundant evidence from bio-
chemical studies and gene expression
profiling in C. elegans and mammals
that protein turnover rates and overall
autophagic processes decline with age
and that this decline is attenuated by
DR (Del Roso et al., 2003; Lewis et al.,
1985; Tavernarakis & Driscoll, 2002).
Whether this is a cause or a symptom of
aging is not yet clear.

4. Decreased Glucose and Insulin levels

Diabetes mellitus, or type II diabetes, is
characterized by a high level of serum
glucose, insulin, and the types of cellular
alterations seen in the elderly, including
glycation and glycooxidation, and the
accumulation of advanced glycation
end-products (AGE) (see Chapter 19).
Furthermore, many organs and tissues
of type II diabetic individuals tend to
age faster than normal, particularly the
cardiovascular system. Thus, one way
DR might improve health is by keeping
blood glucose and/or insulin levels down
(reviewed in Kalant et al., 1988).

Many groups have studied glucose
metabolism in DR animals. An important
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discovery was that DR rats use plasma
glucose as fuel at the same rate per unit
of metabolic mass as the AL rats while
maintaining physiologically significantly
lower plasma glucose levels (a 15 mg/dl
difference) and markedly lower plasma
insulin levels (Masoro et al., 1992). This
is due, in large part, to increased glucose
uptake in skeletal muscle and fat pads
that results from the glucose transporter
GLUT-4 localizing to the plasma mem-
brane (Cartee et al, 1994, Dean et al.,
1998a; Dean et al., 1998b). The decrease
in insulin is attributable to its lower rate
of secretion by pancreatic B-cells (Dean
et al., 1998b). Although these effects are
clearly associated with DR, it remains
to be seen whether low glucose and
insulin levels are an actual cause of the
life span increase. In recent years, many
researchers have turned their attention
to other endocrine factors, including a
related signaling molecule called IGF-1,
as described below.

5. IGF-1, Growth Hormone, and Other
Endocrinological Changes

It has been known for decades that DR
results in changes to hormonal levels,
and that some of these changes are asso-
ciated with increased longevity, but
there is now some evidence that these
changes actually contribute to the
longevity of DR animals. In simple
eukaryotes such as worms and flies, dis-
ruption of the insulin/IGF-1 signaling
pathway increases longevity, and we are
now seeing that it is also true for mam-
mals (Tatar et al., 2003). In mice, three
transgenic “knocking outs” of endocrine
genes have been shown to extend life
span, namely the growth hormone
(GH) receptor, the insulin receptor
(specifically in fat cells), or a heterozy-
gous knockout of the IGF-1 receptor
(Bluher et al., 2003; Holzenberger, 2004).
Moreover, spontaneous genetic alter-
ations in mice that lead to extensions in

life span are associated with profound
alterations in hormonal levels, particu-
larly reductions in IGF-1, namely the
Ames dwarf, which are growth hor-
mone-deficient and mutant for prop-1,
the Snell dwarf, which are mutant for
the pit-1 gene, and little mice, which are
mutant in the GH receptor Ghrhr gene
(Bartke, 2000). For a detailed review, see
Chapter 19 by R. Miller and S. Austad in
this book.

Whether these dwarf animals are good
models for DR is debated (Bluher et al.,
2003). Although it is true that IGF-1 and
insulin levels are lower in DR animals,
Bartke and colleagues reported that the
life span of the Ames dwarf, which has
already low levels of these factors, can be
further increased by CR (Bartke et al.,
2001), arguing that they work via different
but possibly overlapping mechanisms.
This idea is supported by comparing the
gene expression profiles of DR versus the
GH knockout mouse. Although there was
little overlap in gene expression, the effect
of CR in GH knockout mice was much
lower than wildtype mice (Tsuchiya et al.,
2004). Similar conclusions have been
reached in the C. elegans field, primarily
due to the work of Vanfletteren and
colleagues. They have provided good
evidence that mild DR does not involve
altered IGF-1 signaling but that intense
DR or starvation does, and together these
two “processes” have an additive effect on
life span (Houthoofd et al., 2003). In sum-
mary, it is clear that the endocrine system
is important in determining longevity, and
that certain hormones such as IGF-1 seem
to play an important role in coordinating a
systemic response to CR.

C. The Hormesis Hypothesis and
Stress-Responsive Survival Pathways

Over the past five years, a novel hypo-
thesis to explain the effect of DR has
gained popularity. It is such a major shift
in thinking, and embraces so many of
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the current theories on DR under one
umbrella, that it deserves its own
section. A small but rapidly growing
number of researchers in the DR field
are now major proponents of this
new theory known as the Hormesis
Hypothesis of DR (Anderson et al., 2003;
Iwasaki et al., 1988; Johnson et al., 1996;
Masoro, 1998; Mattson et al., 2002a;
Turturro et al., 2000). The theory states
that the underlying mechanism of DR is
the activation of a defense response that
evolved to help organisms cope with
adverse conditions. These defenses
extend life span because they counteract
the proximal causes of aging (Masoro
& Austad, 1996) (see Figure 3.2). The
theory has been recently expanded by
Sinclair and Howitz to include the idea
that organisms can pick up on chemical
cues from other species under stress or
DR, either in their food or environment,
and use these to activate their own
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defense pathways in anticipation of
adverse conditions to come (Howitz
et al., 2003; Lamming et al., 2004). This
idea, termed the Xenohormesis Hypo-
thesis, is discussed in more detail in
Section V.

1. Hormesis Is an Active Defense
Response

In the early 1940s, Southam and Ehrlich
(1943) reported that a bark extract known
to inhibit fungal growth actually stimu-
lated growth when given at very low
concentrations. They coined the term
“hormesis” to describe such beneficial
actions resulting from the response of an
organism to a low-intensity stressor. The
word “hormesis” is derived from the
Greek word hormaein, which means
“to excite.” The Hormesis Hypothesis
of DR proposes that the diet imposes a
low-intensity biological stress on the

'

Figure 3.2 The Hormesis Hypothesis of DR. The theory states that DR is a mild stress that provokes a
survival response in the organism, which boosts resistance to stress and counteracts the causes of aging.
The theory unites previously disparate observations about ROS defenses, apoptosis, metabolic changes,
stress resistance, and hormonal changes and is rapidly becoming accepted as the best explanation for the

effects of DR.
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organism, which elicits a defense
response that helps protects it against the
causes of aging (Lithgow, 2001; Masoro,
2000; Turturro et al., 1998). It is a major
shift in thinking from earlier hypotheses.
It suggests that DR is due to an active
defensive response of the organism as
opposed to passive mechanisms such
as altered mitochondrial metabolism or
lower circulating glucose. The genes that
seem to control this process are now
coming to light, thanks to genetic studies
in simple organisms such as worms and
flies. The Hormesis Hypothesis makes
four key predictions:

1. That DR induces intracellular
cell-autonomous signaling pathways
that respond to biological stress and
low nutrition

2. That the pathways help defend
cells (and hence the organism) against
the causes of aging

3. That the pathways alter glucose,
fat, and protein metabolism to enhance
survival during times of adversity

4. That the pathways are under the
control of endocrine signaling pathways
that ensure that cells in the organism act
in a coordinated fashion

Clearly, many of the observations
listed under different headings in the pre-
vious section are also consistent with the
Hormesis Hypothesis. Obvious examples
include the DR-associated boost in cell
survival and the observed metabolic and
endocrine changes. Rather than revisit
these observations here, additional evi-
dence for and against the Hormesis
Hypothesis will be presented.

2. Genes that Control Survival and
Life Span

Prior to 1990, very few researchers
suspected the existence of single genes
that control aging. This was based in
part on the valid assumption that aging
was an incredibly complex process that

was affected by hundreds, if not thou-
sands, of genes. Then, genetic studies
in model organisms in the 1990s began
to uncover numerous single gene muta-
tions that extended life span (Friedman
& Johnson, 1988; Jazwinski et al., 1993;
Kenyon et al., 1993). Today there are
dozens of mutations known to extend
life span in model organisms (Lee et al.,
2003b). It is worth noting that some
researchers still do not accept that these
genes are particularly relevant to aging
research (Hayflick, 1999). This begs the
question: what have these researchers
overlooked? The major oversight appears
to be a failure to realize that organisms
possess genetic pathways to promote
survival during times of adversity. Long-
term activation of these pathways
counteracts the causes of aging and
hence extends life span (Kenyon, 2001;
Sinclair, 2002).

Around the same time as geneticists
were formulating these hypotheses to
explain the existence of longevity genes,
similar ideas about DR were emerging
independently. Holliday first proposed
that the effect of DR is an evolutionary
adaptation that allows organisms to
survive periods of low food availability
(Holliday, 1989). Masoro and Austad then
expanded this idea and provided perhaps
the most comprehensive theory on this
subject by merging it with the ideas
of Kirkwood and the Hormesis concept
(Masoro & Austad, 1996). The disposable
soma theory of Kirkwood proposes that
each organism has limited resources
and that these resources can only be
allocated to a finite number of cellular
activities, the two primary ones being
reproduction and somatic maintenance
(Kirkwood & Holliday, 1979). During
times of perceived adversity such as
during DR, organisms divert more of
their resources to maintaining their
soma until conditions improve. Today
there is general consensus among leaders
in the DR field that the health benefits
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of DR derive from an organism’s defense
response to a perceived threat to its
survival.

3. Proof of Hormesis in Budding Yeast

The use of yeast to study longevity
mechanisms is now well respected, but
when this organism was first proposed
as a model for aging in the 1950s and
1960s (Barton, 1950; Johnson, 1966), it
was met with considerable skepticism.
One reason, no doubt, is that it was dif-
ficult to see how a relatively simple
unicellular organism could provide infor-
mation about human aging, which is
one of the most complex of biological
phenomena, involving trillions of cells
in numerous systems and organs. It is
becoming clear, however, that all eukary-
otes possess surprisingly simple and
conserved longevity pathways that gov-
ern life span, principally by attenuating
the proximal causes of aging in response
to adverse conditions (Kenyon, 2001;
Sinclair, 2002).

Yeast “replicative” life span is defined
as the number of divisions an indivi-
dual yeast cell undergoes before dying
(Bitterman et al., 2003). One attractive
feature of S. cerevisiae, as opposed to
many other simple eukaryotes, is that
the progenitor cell is easily distinguished
from its descendants because cell divi-
sion is asymmetric: a newly formed
“daughter” cell is almost always smaller
than the “mother” cell that gave rise
to it. Yeast mother cells divide about
20 times before dying and undergo
characteristic structural and metabolic
changes as they age. An alternative
measure of yeast aging, “chronological
life span,” is the length of time a popu-
lation of yeast cells remains viable in
a nondividing state following nutrient
deprivation (Longo & Fabrizio, 2002).

Consistent with the Hormesis Hypo-
thesis and findings in other species,
longevity of yeast cells and stress

D. A. Sinclair and K. T. Howitz

resistance correlate (Fabrizio et al., 2001;
Kennedy et al., 1995). Moreover, a variety
of low-intensity stresses extend yeast life
span, including mild heat, increased salt,
low amino acids, or low glucose, the yeast
equivalent of CR (Anderson et al., 2003;
Bitterman et al., 2003). Remarkably, these
life span extensions are facilitated by a
single gene, PNC1, which is induced by
every treatment known to extend yeast
life span (Anderson et al., 2003; Gallo
et al., 2004) (see Figure 3.3). By adding
more copies of PNC1, researchers were
able to mimic the effects of DR and
extend life span 60 percent. PNCI

Glucose
restriction
(CR)
Amino acid
restriction

Osmotic stress

Nitrogen
restriction

Heat shock

Oy

NAM depletion *
Sir2

¥

Longevity

Figure 3.3 8. cerevisiae life span extension by DR
is due to hormesis. Replicative life span in yeast is
extended by caloric restriction (CR) and a variety of
mild stresses. The Sir2 enzyme is a nicotinamide
(NAM)-sensitive enzyme that extends yeast life
span by deacetylating histones and stabilizing
repetitive DNA. PNC1 encodes an enzyme that
depletes nicotinamide and activates Sir2. PNC1 can
be viewed as a “master regulator of aging” that
serves as a sensor that translates CR and environ-
mental stress signals into Sir2 activation and
longevity (Anderson et al., 2003). By having central-
ized control of longevity, the system permits
new life spans to evolve rapidly in response to a
changing environment. The role of NAM and a
mammalian equivalent to PNCI, known as
PBEF/visfatin/NAMPT, in regulating life span and
health in mammals is under investigation by
numerous laboratories.
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encodes a nicotinamidase that extends
yeast life span by depleting the cell
of nicotinamide, an inhibitor of the
Sir2 longevity enzyme. This system of
longevity regulation in yeast explains how
multiple, disparate stimuli can lead to the
same longevity response and how species
may rapidly evolve strategies to suit a
changing environment. Whether or not
nicotinamide catabolic pathways control
Sir2 enzymatic activity in higher organ-
isms is not known.

Interestingly, the SIR2 gene is con-
served in higher eukaryotes, and its
ability to extend life span is conserved
at least up to worms and flies (Helfand,
2004; Tissenbaum & Guarente, 2001).
It is worth noting that there must be
alternative pathways for the mediation of
life span extension because DR can still
extend the life span of certain strains of
yeast and worms that lack the Sir2 gene
(Kaeberlein et al., 2004; Sinclair & Wood,
2004). A detailed discussion of Sir2 may
be found in the section on CR mimetics
below.

4. Evidence for Hormesis in Worms
and Flies

There is a strong correlation between
longevity of various strains of worms and
flies and their resistance to various types
of stress, including desiccation, heat
stress, acetone, ethanol, and paraquat
(Arking et al.,, 1991; da Cunha etal,
1995; Harshman et al., 1999; Houthoofd
et al., 2003; Mockett et al., 2001; Wang
et al., 2004). Moreover, exposure of
organisms to agents or conditions that
cause mild biological stress increases
life span as well as resistance to other,
seemingly unrelated stresses, such as
low doses of paraquat, aldehydes, irradia-
tion, heat shock, crowding, and hyper-
gravity (Braeckman et al., 2001b; Hercus
et al.,, 2003; Lints et al., 1993; Minois
et al., 1999; Sorensen & Loeschcke,
2001). Arguing that DR is simply another

mild stress, flies and worms subjected
to DR are also resistant to a variety of
stresses, including heat shock (Tatar
et al., 2003). These observations strongly
argue that DR does not simply change
metabolism or ROS output, as was pre-
viously thought, but rather it induces a
defense program that provides resistance
to a wide array of stresses.

Many of the life span extensions pro-
vided by mild stress and crowding have
been shown to act through the insulin/
IGF-1 pathway, which boosts the activity
of a conserved forkhead transcription fac-
tor known as daf-16/FOXO. One of the
functions of daf-16/FOXO is to increases
the transcription of cell defense genes
such as SOD2 and HSP70 (Lee et al,
2003a; Murphy et al., 2003). Overexpres-
sion of FOXO in the fat body of the fly
extends life span via dilp-2, an insulin
homolog produced in neurons, indicating
that FOXO controls endocrine signaling
and that fat is an important tissue for
the control of life span (Giannakou
et al., 2004, Hwangbo et al., 2004) (see
Chapter 10). That said, clearly the
insulin/IGF-1 pathway is not the whole
story because worm mutants lacking
Daf-16 still respond to DR (Braeckman
et al., 2001a).

5. Evidence for Hormesis in Mammals

It has been known for a decade that DR
boosts serum levels of glucocorticoids,
particularly corticosterone, which is a
good indicator that the animals are
invoking a stress response (Masoro, 2000;
Sabatino et al., 1991). As is the case
for simple metazoans, DR also increases
the resistance of animals to a variety
of stresses, including sudden increases
in temperature (Heydari et al., 1993)
and toxins (Duffy et al., 2001; Masoro,
1998). These observations also extend to
the cellular level.

Experiments at the cellular and molecu-
lar level strongly support the Hormesis
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Hypothesis. The skin cells from long-
lived mutant Snell dwarfs are relatively
resistance to stress and toxins including
UV, light, heat, cadmium, and paraquat
(Murakami et al., 2003), and cells cultured
in the presence of serum from DR rats are
relatively resistant to stresses and pro-
apoptotic signals (Cohen et al., 2004b; de
Cabo et al., 2003). Subjecting fibroblasts
to repeated heat shock also produces simi-
lar effects to those seen in vivo, including
maintenance of the stress protein profile,
reduction in the accumulation of dam-
aged proteins, stimulation of proteolysis,
and increased resistance to stressors such
as ethanol, hydrogen peroxide, and UV
(Rattan, 2004).

It has recently been demonstrated that
the mammalian homolog of the Sir2 gene
that promotes life span in lower organ-
isms, known as SIRT1, is highly induced
in the tissues of DR rats (Cohen et al,,
2004Db). Interestingly, at the cellular level,
SIRT1 promotes the resistance of cells
to stress-induced death by attenuating
p53 and stimulating the Ku70-Bax anti-
apoptotic system (Cohen et al.,, 2004a;
Cohen et al, 2004b). SIRT1 also sti-
mulates metabolic changes in cells
consistent with DR, including decreases
in fatty acid synthesis in adipocytes
by deacetylating the nuclear hormone
receptor PPARYy (Picard et al., 2004) and
increases in glucose production from
hepatocytes via PGC-la and PPARa
(Puigserver & Speigelman, 2004). Given
that SIRT1 is up-regulated by DR and
that the in vitro data are consistent
with changes seen in vivo, it will be
interesting to examine whether the over-
expression of SIRT1 produces similar
effects to DR in transgenic mice.

In summary, although the Hormesis
Hypothesis of DR is young and not
embraced by the majority of researchers
today, it is the best theory we have to
explain the multitude of data about DR
in mammals and lower organisms. If the
theory is right, DR extends life span not
simply by passive means such as altering
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glucose metabolism or ROS produc-
tion, but by triggering an evolutionarily
ancient, active defense response that
allows organisms to survive adversity.
The contrast between earlier hypotheses
and this one is stark, but only time will
tell if the theory will hold up over the
coming decades.

V. Small-Molecule CR Mimetics

A. Drug Development Strategies for
Mimicking CR

Work on the genetics of aging in yeast,
C. elegans, Drosophila, and rodents
suggests that CR might act through
conserved signaling pathways to control
eukaryotic longevity in response to envi-
ronmental conditions (Kenyon, 2001).
Important elements of a major longevity
pathway include insulin/IGF-1 receptor
signaling and the FOXO family of tran-
scription factors, whose activity is regu-
lated in part by lysine-acetylation and the
action of “sirtuin” NAD™'-dependent
deacetylases (see Figure 3.4). The exis-
tence of this pathway raises the possi-
bility that small molecule modulators of
its constituent proteins could potentially
mimic the effects of CR, thereby pro-
viding some of its benefits, without the
need for actual CR. As an example of this
type of CR-mimesis, we will discuss in
detail compounds that activate sirtuins.

Other categories of small-molecule
CR mimetics include (1) molecules that
may mimic CR directly by effects on
energy metabolism and (2) molecules
identified by their ability to induce gene-
expression patterns similar to those
induced by CR. Potential CR mimetics
that exemplify these approaches are,
respectively, 2-deoxyglucose and met-
formin. These approaches to CR
mimetics have been reviewed recently
(Ingram et al., 2004) and, because we
will not be discussing them further,
we refer the reader to that review and
some of the recent primary literature on
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Figure 3.4 Regulatory interactions between SIRT1,
the mammalian insulin/IGF-1 signaling pathway,
and factors controlling apoptosis. SIRT1 deacety-
lates the FOXO transcription factors, stimulating
transcription of genes involved in antioxidant
defense and DNA repair, while repressing transcrip-
tion of pro-apoptotic genes. SIRT1 exerts additional
anti-apoptotic effects by inactivation/destabiliza-
tion of p53 and by promoting the sequestration of
Bax by Ku70. Solid lines indicate that at least one
mechanism for the stimulatory or inhibitory effect
has been experimentally established (e.g., FOXO3
repression of the expression of BIM, a proapoptotic
protein) (Brunet et al., 2004). Dashed lines indicate
observed effects for which the mechanism is still
unknown. For example, insulin and IGF-1 have been
shown in cell culture to reverse the elevation of
SIRT1 expression elicited by serum from CR rats
(Cohen et al., 2004b).

2-deoxyglucose (Wan et al.,, 2003; Wan
et al.,, 2004), CR expression profiling
(Dhahbi et al.,, 2004; Weindruch et al,,
2001), and metformin (Fulgencio et al.,
2001; Spindler et al., 2003).

B. Sirtuin Activating Compounds
(STACs)

1. Sirtuins: Conserved Longevity Factors

Yeast Sir2 (Silent information regulator
2) is the founding exemplar of the sirtu-
ins, an apparently ancient group of
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enzymes which occurs in eukaryotes,
the archaea and eubacteria (Laurenson &
Rine, 1992; Smith etal, 2000).
Originally described as a factor required
for maintenance of silencing at telomeres
and mating-type loci, Sir2 was subse-
quently shown to be an enhancer of
mother-cell replicative life span in bud-
ding yeast (Kaeberlein et al., 1999). The
Sir2. enhancement of mother-cell life
span has been linked to its stabilization
of repetitive DNA, in particular its
suppression of the accumulation of extra-
chromosomal rDNA circles (Kaeberlein
etal, 1999, Kobayashi etal, 2004,
Sinclair & Guarente, 1997).

The sirtuins represent a distinct class
of trichostatin A (TSAJ-insensitive
protein-lysyl-deacetylases (Class III
HDACSs) and have been shown to cat-
alyze a reaction that couples lysine
deacetylation to the formation of
nicotinamide and O-acetyl-ADP-ribose
from NAD™ and the abstracted acetyl
group (Imai et al.,, 2000; Tanner et al.,
2000; Tanny & Moazed, 2001). HDACs
are named for their role in deacetyla-
tion of histone N-terminal tails, an
action which typically leads to the for-
mation of condensed chromatin and
transcriptional silencing (Strahl & Allis,
2000). However, it is becoming increas-
ingly clear that the effects of HDACS,
including those of the sirtuins, are
also implemented through deacetyla-
tion of transcription factors and other
proteins.

There are at least seven human sirtuins,
SIRT1-SIRT7 (Frye, 2000). SIRT1, which
is located in the nucleus, is the human
sirtuin with the greatest homology to Sir2
and has been shown to exert a regulatory
effect on multiple transcription factors,
including p53 (Langley, 2002; Luo et al.,
2001; Vaziri et al.,, 2001), MyoD (Fulco
et al., 2003), FOXO1-3 (Motta et al., 2004,
Daitoku et al., 2004), FOXO3 (Brunet
et al., 2004; Daitoku et al., 2004; Motta
et al., 2004; van der Horst et al.,, 2004),
PPARy (Picard et al, 2004), and Ku70
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(Cohen et al., 2004b). The FOXO effects
are perhaps of particular note because
they parallel the way in which C. elegans
DAF16, a FOXO homolog, is required
for life span extension by increased Sir2
expression (Tissenbaum & Guarente,
2001). Although there is some disagree-
ment among the FOXO studies—compare
FOXO3 effects on p27kiP! expression in
the study of Motta et al. (2004) and that
of Brunet et al. (2004)—a pattern emerges
in which SIRT1 upregulates FOXO-
induced transcripts promoting DNA repair
(GADD45, Brunet et al., 2004), oxidative
stress response (MnSOD, Daitoku et al,,
2004; van der Horst et al., 2004), and
cell-cycle arrest (p27kP1 Brunet et al.,
2004; Daitoku etal, 2004; van der
Horst et al., 2004), while repressing
pro-apoptotic FOXO-induced transcripts
(BIM, Motta et al.,, 2004; Brunet et al,
2004) (Fas ligand, Brunet et al., 2004).

It has been suggested that SIRTI1
promotes cell survival and organismal
longevity by delaying apoptosis enough
to give antioxidant defenses and repair
processes time to succeed (Brunet et al.,
2004; Howitz et al., 2003). A variant of
this idea, suggested by SIRT1 effects on
NF-kB, is that SIRT1 may delay stress-
induced p53-dependent apoptosis but
may actually make cells more sensitive
to apoptosis induced by death receptor
ligands such as TNF-a and TRAIL (Yeung
et al., 2004).

Sirtuins are inhibited by nicotinamide
(NAM), a product of the deacetylation
reaction (Bitterman et al., 2002). In yeast,
this forms a basis for the regulation of
Sir2 activity. Expression of the yeast
nicotinamidase, PNC]1, is upregulated by
several longevity-enhancing mild stresses,
including calorie restriction suggesting
that, at least in yeast, Sir2 stimulation
via nicotinamide removal may be the
common feature that links several types
of hormesis (Anderson et al., 2003). The
human functional equivalent of yeast
PNC1 is PBEF/visfatin/NAMPT, which
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encodes a NAM phosphoribosyl trans-
ferase that regulates nicotinamide levels
(Fukuhara et al.,, 2004, Rongvaux et al.,
2002). Initial reports indicate that PBEF
retains the ability to regulate SIRT1
(Revollo et al., 2004).

Another leading hypothesis on the
regulation of Sir2 connects deacetylase
activity to energy metabolism by assert-
ing that Sir2 is regulated by the supply
of its substrate NAD" or by the ratio
of NAD™" to its reduced form, NADH
(Lin et al., 2004). In yeast and C. elegans,
added copies of sirtuin genes extend life
span, and Sir2 activity is boosted by
caloric restriction (Anderson et al., 2003;
Lin et al., 2000).

Recent work on CR rats has shown that
SIRT1 protein levels are elevated in multi-
ple tissues, relative to ad Ilibitum-fed con-
trols (Cohen et al., 2004b). Moreover,
serum from CR rats elevated SIRT1
expression in cultured human cells, an
effect that could be eliminated by the
addition IGF-1 and insulin. Of course, this
does not negate the possibility that NAD*
and/or nicotinamide levels may also con-
tribute to SIRT1 regulation in mammals.
Taken together, the results summarized
above suggest that SIRT1 activity plays a
central role in the CR-responsive pathway
that affects mammalian longevity. SIRT1

expression responds to the known
longevity-enhancing stimuli CR and
diminished insulin/IGF-1 signaling

(Cohen et al., 2004b). On the downstream
side, SIRT1 effects on transcription factors
and other proteins controlling apoptosis
and cell survival, DNA repair, oxidative-
stress responses, and lipid metabolism
suggest that increased SIRT1 activity may
be responsible for eliciting the gene
expression changes brought on by CR.
SIRT1 effects on mammalian longevity
have yet to be directly established.
Nevertheless, the demonstration of con-
nections between SIRT1 and insulin/IGF-1
signaling on the one hand and the FOXO
transcription factors on the other means
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that the key elements of the metazoan
longevity pathway have been confirmed in
mammals.

If SIRT1 is indeed a conduit of
CR-derived signals, then interventions
that either elevate SIRT1 expression or
stimulate SIRT1 activity might mimic
CR. Strategies for stimulation of SIRT1
catalytic activity include elevation of the
concentration of its substrate, NADT,
and removal of its reaction product and
inhibitor, nicotinamide. Here we will
concentrate on the evidence that a num-
ber of plant polyphenols can mimic CR
via a third mechanism, namely allosteric
activation of sirtuins. Plant polyphenols
are abundant in various foodstuffs
and are themselves produced by plants
responding to a variety of environmental
stresses. We will end by discussing the
idea that polyphenol sirtuin stimulation
in plant consumers may represent the
species-to-species transfer of a beneficial
stress signal, a hypothesis for which we
have coined the term xenohormesis.

2. Polyphenolic Sirtuin Activators and
Their CR-Mimetic Effects

A screen of various small-molecule
libraries for modulators of SIRT1 activ-
ity identified two compounds, piceatan-
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nol, a stilbene, and quercetin, a flavone,
as stimulators of SIRT1 deacetylase
activity (Howitz et al., 2003). Stilbenes
and flavones are polyphenols, as are a
variety of related plant secondary
metabolites such as chalcones, antho-
cyanidins, and catechins. Screening of
additional plant polyphenols identified
15 more SIRT1 activators, the most
potent of which was the stilbene resvera-
trol. Structural features common to
these  sirtuin-activating compounds
(STACs) include two aromatic rings, at
least potentially coplanar and trans to
one another, and hydroxyl functions in
one or both of the meta positions of one
ring and the para position of the other
(see Figure 3.5).

Kinetic analysis of the resveratrol
effect on SIRT1 revealed that it lowered
the K,s for both NAD" and the acety-
lated peptide substrate, while having
little or no effect on V,,,x (Howitz et al.,
2003). This result suggests that resver-
atrol is a K-type allosteric effector of
SIRT1 (Monod et al., 1965). Qualitatively
similar effects on the K,;s of the yeast
sirtuin Hst2 can be achieved by deletion
of sequences lying N-terminal (NAD™
and peptide K,;s) and C-terminal (NAD™
K,, only) to the core catalytic domain
(Zhao et al.,, 2004). On the basis of
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Figure 3.5 Structures of three structurally related polyphenolic sirtuin-activating compounds (STACs):
resveratrol (a stilbene in grapes and some Asian herbs), butein (a chalcone in flowers), and quercetin (a
flavone in apples and onions). Other STACs include analogs of nicotinamide (NAM) such as isonicoti-
namide, which activate sirtuins by preventing NAM inhibition. Metabolites of resveratrol, such as
sulfated-resveratrol, which can circulate in humans for more than a day, have recently been found to acti-
vate sirtuins with the same potency as the native compound. Whether a typical diet can provide sufficient
STACs to activate sirtuins in vivo is not yet known, but exogenous addition of resveratrol can extend life
span in yeast, worms, and flies—unless they lack the Sir2 gene (Howitz et al., 2003; Wood et al, 2004).

OH
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these Hst2 structural and kinetic studies,
Zhao and colleagues proposed that a
polyphenol-binding-induced reconfigura-
tion of the conserved Bl-a2 loop and/
or zinc-binding domain could act to
enhance sirtuin substrate binding.

Thus far, STACs have been shown to
extend life span in Saccharomyces cere-
visiae, Drosophila melanogaster, and
Caenorhabditis elegans (Howitz et al.,
2003; Wood et al, 2004). In each of
these model systems, the STACs-
induced life span extension required the
presence of a functional Sir2/SIRT1
ortholog, and in each case recombinant
preparations of these enzymes were acti-
vated by STACs in vitro (Howitz et al.,
2003; Wood et al.,, 2004). In the two
organisms for which this was tested,
Saccharomyces and Drosophila, STACs
did not increase the life span extension
provided by CR (Howitz et al.,, 2003;
Wood et al., 2004). Clearly this is con-
sistent with the idea that STACs act to
extend life span by the same pathway as
CR, with direct sirtuin stimulation pro-
viding the most straightforward mecha-
nistic explanation.

Resveratrol effects consistent with
stimulation of SIRT1 have been observed
in several mammalian cell culture
systems in which one or more of the
relevant SIRT1-targeted acetyl-lysine
residues have been identified. Acetylation
of lysine 382 increases the activity and
stability of p53, and acetyl-lysine-382 is
a known target of SIRT1 (Langley, 2002;
Luo et al., 2001; Vaziri et al., 2001). Low
concentrations of resveratrol (0.5 uM)
were shown to diminish the level of
UV-induced p53 lysine-382 acetylation in
U20S osteosarcoma cells (Howitz et al.,
2003). Parallel experiments with HEK
293 cells showed that this resveratrol-
stimulated deacetylation occurred in the
presence of transfected wild-type SIRTI,
but not in the presence of a dominant-
negative, catalytically inactive construct
(SIRT1 H363Y) (Howitz etal., 2003).
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SIRT1 can reverse the stress-induced
acetylation of the DNA repair factor
Ku70 at lysines 539 and 542, thereby
enhancing Ku70 binding and nuclear
sequestration of the pro-apoptotic protein
Bax (Cohen et al., 2004b). Resveratrol
diminished Bax-induced apoptosis in
HEK 293 cells cotransfected with Bax and
Ku70, an effect parallel to that obtained
by transfection with SIRT1 (Cohen et al.,
2004b). Several STACs, including resver-
atrol, were shown to stimulate sirtuins
in HeLa cells (Howitz et al., 2003) and,
with the same assay system, resveratrol
increased the overall deacetylation rate in
a non-small cell lung cancer (NSCLC)
line with a high SIRT1 expression level
(Yeung et al., 2004). Also in NSCLC cells,
SIRT1 downregulates NF-kB-mediated
transcription by deacetylation at lysine
310 in the RelA/p65 subunit transac-
tivation domain (Yeung etal, 2004).
Resveratrol was shown to decrease the
acetylation level of p65 in HEK 293 cells,
and the ability of both SIRT1 and resvera-
trol to repress p65 transactivation in
NSCLC cells depended on the presence
of lysine 310 (Yeung et al., 2004).
Recently, resveratrol has been shown
to enhance SIRT1 action in cellular
models of processes of particular rele-
vance to CR effects in mammalian aging:
neurodegeneration, fat mobilization, and
adipogenesis. Using in vitro models of
axonal degeneration, Araki and colleagues
demonstrated that the mouse wlds muta-
tion delays degeneration by virtue of its
overexpression of a fusion protein incor-
porating the NAD"-biosynthetic enzyme
Nmnatl (Araki et al., 2004). This delay
in degeneration could be mimicked by a
24-hour pretreatment of wild-type neu-
rons with NAD™, an effect that required
SIRT1 expression (Araki etal., 2004).
Resveratrol pretreatment afforded protec-
tion similar to that obtained with NAD,
suggesting that both effects were due to
stimulation of SIRT1 activity (Araki et al,,
2004). Since axonal degeneration is a
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feature of aging-related neurodegenerative
diseases (Raff et al., 2002), these results
echo the preventive action of CR on these
pathologies.

Sirt1*/~ mice display significantly
decreased fasting induced mobilization of
free fatty acids, an effect that the experi-
ments of Picard and colleagues (2004)
have connected to a deficit in SIRT1
repression of the activity of the transcrip-
tion factor PPARy in white adipocytes.
Resveratrol promoted the mobilization of
free fatty acids from primary cultures
of rat adipocytes, and the resveratrol-
induced fat depletion from 3T3-L1
adipocytes depended on the expression of
SIRT1 (Picard et al., 2004). Noting that
fat is depleted from white adipose tissue
as a consequence of CR, Picard and
colleagues suggested that this may be
a SIRTI1-mediated effect (Picard et al,
2004). Mice that are deficient in PPARYy
(PPARy ™/~ heterozygotes) have increased
insulin sensitivity and experience less
aging-related decline in insulin sensi-
tivity than PPARy*/* mice (Miles et al.,
2003). Thus, SIRT1 suppression of PPARy
activity could represent a mechanism
that retards the onset of aging-related
diseases such as type II diabetes.

C. Is Sirtuin Stimulation by Polyphenols
a Case of Xenohormesis?

1. The Roles of Polyphenols in Plant
Stress Responses and Stress Signaling

All eukaryotes, including plants, encode
sirtuins in their genomes (Frye, 2000;
Pandey et al., 2002). The plant polyphe-
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nols that activate sirtuins in yeast
and animals are produced by plants in
response to various types of environmen-
tal stress, including drought, nutrient
deprivation, and UV-irradiation (Dixon &
Paiva, 1995). It therefore seems reason-
able to suggest that some plant polyphe-
nols might function as endogenous
regulators of plant sirtuins and other
stress responses (Howitz et al.,, 2003).
Although plants produce an enormous
variety of polyphenols, many of which
serve in non-signaling roles (e.g., UV-
filters, antioxidants, pigments, antibi-
otics), it has been argued on evolutionary
grounds that the first polyphenols func-
tioned as signaling molecules (Stafford,
1991). Lunularic acid (LA), a stilbenoid,
has been proposed to function in “lower”
plants (e.g., liverworts) as a stress-
response hormone, a role fulfilled by
abscisic acid (ABA) in vascular plants
(Yoshikawa et al., 2002) (see Figure 3.6).
A recent study provided evidence of
structural overlap between the stable
conformers of ABA and LA and of ABA-
like activity by LA in higher plants
(Yoshikawa et al.,, 2002). Noting that
synthesis of ABA, unlike that of LA,
requires molecular oxygen, Yoshikawa
and colleagues propose that LA is the
more ancient of the two molecules. In
higher plants, there are a few known
examples of polyphenols functioning in
regulatory roles, for example the flavone-
induced pollen germination in petunia
(Napoli et al.,, 1990; Vogt & Taylor,
1995), but in general this is a poorly
understood area. The possible existence
of endogenous polyphenol regulators of

Abscisic Acid

(0]

Figure 3.6 Structures of the plant stress hormones, lunularic acid and abscisic acid.
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plant sirtuins may provide a fruitful
line of inquiry.

2. The Xenohormesis Hypothesis

The question of plant sirtuin regulation
aside, why would plant stress molecules,
the polyphenol STACSs, activate sirtuins
from mammals, yeast, nematodes, and
insects? One possibility is that the
STACs might mimic yet-to-be-discov-
ered endogenous small-molecule regula-
tors in these species. These hypothetical
molecules could not be polyphenols,
however, because animals lack the
enzymes to synthesize them. There are,
however, well-known examples of mim-
icry of chemically unrelated mammalian
regulatory molecules by plant secondary
metabolites, including the opioids, the
cannabinoids, and the weak estrogenic
activity of some of the STACs them-
selves. The notion of mimicry carries
with it the implication of survival
advantages for the plant. These could
range from deterrence of destructive
plant consumers to attraction of plant
consumers essential for pollination or
seed dispersal. However, the fact that
plants synthesize and accumulate
polyphenol STACs in response to both
biotic and abiotic stress suggests to us
the possible advantage to plant consum-
ing species of developing or maintaining
a capacity to respond to them within the
context of their own stress-response
pathways.

We propose the term xenohormesis for
this concept in order to emphasize that
the initial stress and the beneficial
response to that stress occur in separate
organisms. By serving as early indicators
of a deterioration of the food supply
and/or the environment in general (e.g.,
drought), STACs, acting as CR-mimetics,
may stimulate plant-consuming organ-
isms to direct resources to cellular and
organismal defense and maintenance.
The fact, for example, that chronic
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CR, but not sudden starvation, increases
intestinal nutrient transport capacity
(Casirola et al., 1996; Ferraris et al., 2001)
illustrates how the anticipatory induction
of adaptive pathways, by CR-mimetics,
could be critical to survival.

Although we have discussed the idea
of xenohormesis in the context of sirtuin
stimulation, there is no necessity that
individual STACs or other plant stress-
induced compounds should act only on
this target. Rather, the notion is that the
overall effect of multiple stress-induced
compounds in the diet, perhaps acting on
multiple targets and signaling pathways,
should strengthen the plant-consuming
organism’s own stress resistance (Liu,
2003). Indeed, resveratrol effects on
numerous targets have been reported
(Pervaiz, 2003), including, to name but
a few, inhibition of cyclooxygenases
(JTang et al., 1997), inhibition of ribonu-
cleotide reductase (Fontecave et al,
1998), and direct chemical scavenging of
reactive oxygen species (Frankel et al,
1993). Resveratrol’s multiple biological
effects—cancer chemoprevention, cardio-
protection, and neuroprotection—have
been connected, with varying degrees of
success, to this plethora of molecular
targets (Gescher & Steward, 2003). Due
to its capacity to regulate multiple tran-
scription factors, we do feel that polyphe-
nol stimulation of SIRT1 shows great
promise as a unifying mechanism behind
many of these effects. Xenohormesis,
however, as an evolutionary concept,
doesn’t exclude other possibilities.

The ultimate test of the Xenohormesis
Hypothesis is whether it can be shown to
actually operate in the realm of nutritional
health effects. Epidemiological studies
linking consumption of polyphenol-rich
foods to the prevention of aging-related
diseases (i.e., CR-like health benefits) are
consistent with the predictions of STACs-
based xenohormesis (Block et al., 1992;
Hertog et al., 1993; Keli et al., 1996; Knekt
et al.,, 2002; Sato et al., 2002). However,
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some studies have raised doubts about
whether resveratrol or flavone STACs
such as quercetin are sufficiently bioavail-
able for the effects observed in cell culture
to be relevant in vivo (Goldberg et al.,
2003; Soleas et al., 1997). Plasma concen-
trations of individual dietary polyphenols
rarely rise above the level of 1 to 2 uM,
whereas most cell culture effects are
observed in the range of 10 to 100 uM
(Gescher & Steward, 2003; Goldberg et al,,
2003). There are, however, exceptions to
this rule (Chang et al., 2000; Basly et al.,
2000), and included among these are
the sub-micromolar resveratrol effects
on SIRT1-dependent p53 deacetylation
(Howitz et al., 2003) and Bax-induced
apoptosis (Cohen et al., 2004a; Howitz
et al, 2003). It also should be noted
that because SIRT1 is stimulated by
multiple stilbenes, flavones, and chalcones
(Howitz et al., 2003), the sum of the
plasma concentrations of these effectors
may be more relevant than those of indi-
vidual compounds. One highly valid criti-
cism of mammalian cell culture studies of
polyphenol effects is that the vast majority
of them have employed the free aglycone
forms, rather than the sulfate or glu-
curonate conjugated metabolites that pre-
dominate in the serum in vivo (Corder
et al.,, 2003). This concern has recently
been somewhat alleviated with respect to
resveratrol activation of SIRT1 by the find-
ing that the 3-sulfate and 4’-sulfate forms
stimulate SIRT1 in vitro to a similar
extent as free resveratrol (Calamini et al.,
2004). Use of the conjugated forms of
resveratrol and other STACs should be
given the highest priority in future work
on SIRT1 activation and other polyphenol
effects.

VI. Conclusions
There have been over a dozen theories to

explain the life span-extending effects of
DR in mammals and other organisms, but

there is a growing number of scientists
who believe we are close to having a grand
unifying theory of DR whose basis lies in
the idea that DR works by provoking an
evolutionarily ancient stress response that
keeps organisms alive during adversity.
There can be little room for argument that
DR meets the narrow, phenomenological
definition of hormesis (Masoro, 1998).
After all, hormesis, defined simply as an
inverted U-shaped dose-response curve,
clearly applies to a graph of mortality rate
versus dietary restriction, the least being
AL and the other extreme being starvation
(Turturro et al., 2000).

The broader and more controversial
proposition is the one that attributes
these hormetic effects to the induction
of a single, evolutionarily conserved
program, one that activates and coordi-
nates the downstream repair and defense
mechanisms that counteract the proxi-
mate causes of aging. While the cross-
resistances provided by various hormetic
stresses are consistent with the existence
of such a centralized regulatory mecha-
nism, they don’t prove it. However,
the Pncl/Sir2 system, in the case of
budding yeast, and the sirtuins together
with the insulin/IGF-1/FOXO pathway, in
the case of metazoans, appear to have
the characteristics one might expect
for essential pieces of this regulatory
machinery. If this is more than just
appearance, biochemical and genetic
mapping of the connections between
these pathways, upstream hormetic stim-
uli and downstream gene expression, and
anti-aging effects may be key to validating
the broader Hormesis Hypothesis of DR.

As noted at the beginning of the
chapter, the Hormesis Hypothesis of DR
attempts to unite various theories on the
proximate causes of aging. In a similar
way, the Xenohormesis Hypothesis
suggests that many of the health benefits
of dietary phytochemicals, particularly
those of secondary metabolites produced
by plants under stress, may work because
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they activate an evolutionarily ancient
mechanism that allows animals and
fungi to pick up on chemical stress
signals from plants. As exemplified by
the polyphenol STACs, this mechanism
is suggested to entail direct stimulation
of the hormesis signal transduction
machinery, which includes SIRT1 and
other proteins that promote health and
extend life span. It is important to distin-
guish this mechanism from actions that
directly counteract proximate causes of
cellular damage (e.g., chemical antioxi-
dant action) or actions that induce a
stress response by actually causing minor
damage (conventional hormesis).

While the Hormesis Hypothesis of
DR may be young the Xenohormesis
Hypothesis is positively embryonic. The
ability to confirm or reject it will depend
on identification of the components of
hormetic signaling pathways and subse-
quent assessment of the effects of putative
xenohormetic agents on those compo-
nents. It may also be worthwhile, however,
to take the reverse approach to this process
and investigate proteins already known to
interact with phytochemicals for a possible
role in DR physiology. Investigation of the
effects of DR on polyphenol-interacting
proteins in mammals might provide a
line of inquiry into DR signaling that is
distinct from, yet complementary to, those
currently investigated.
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Chapter 4

Hematopoietic Stem Cells, Aging, and Cancer

Deborah R. Bell and Gary Van Zant

I. Stem Cells
A. Properties, History, and Significance

Stem cells are the ultimate resource for
development, maintenance, regeneration,
and repair in an organism. However, a
clear distinction must be made between
the totipotent potential of embryonic
stem cells, which are definitively responsi-
ble for an organism’s development, and
adult somatic stem cells. These adult
stem cells, through their abilities of self-
renewal and differentiation, help maintain
the organism throughout a lifetime of
repair and replenishment. These critically
important adult stem cells reside in many,
if not most, organ systems and are defined
by three major characteristics: (1) the life-
long ability to self-renew, (2) extensive
proliferation, and (3) differentiation of
progeny into multiple lineages (Weissman,
2000a) (see Figure 4.1).

Self-renewal, the quintessential prop-
erty of a stem cell, enables that cell to
make an exact replica of itself during cell
division. The resulting daughter cells
have precisely the same potential for self-

renewal and multilineage differentiation
as the parental cell, thus ensuring a con-
tinued supply of stem cells for the life
span of the organism (Fuchs & Segre,
2000). From an evolutionary standpoint,
the importance of stem cells is demon-
strated by comparing the life spans of sim-
ple, single-celled organisms and those of
higher, more complex animals. For exam-
ple, in single-celled organisms or very
simple multicellular animals, the overall
life expectancy of the animal is equal to
that of its composite cells. An extreme
example of this is the cnidarian Hydra, a
fresh water polyp that is one of the sim-
plest multicellular animals that still con-
tains differentiated cells types such as
epithelial cells, stinging cells, and sensory
nerve cells. Amazingly, the Hydra can be
separated into single cells that reaggregate
and reform one or more normal Hydras
(depending on the size of the initial aggre-
gate) (Muller, 1996). In this regard, most
cells of the Hydra would be considered
stem cells. Furthermore, the Hydra would
seem immortal because all aged cells
in the adult, including nerve cells, are
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Figure 4.1 Hallmark functions of stem cells.

replaced by a steady supply of stem cells
in the animal (Muller, 1996). As animals
evolved and became more complex,
which coincided with the development of
extremely specialized organ systems, the
animal’s longevity far exceeded that of its
individual cells. This process absolutely
requires a source of cells to maintain
homeostatic balance as the animal faces a
lifetime of injury and normal replenish-
ment of worn cells in the various organ
systems. This crucial resource is the stem
cell pool, and the life spans of these stem
cells are either equal to or greater than
that of the organism as a whole (Harrison,
1973).

Despite current media coverage and
controversies surrounding stem cells and
their potential use (i.e.,, embryonic stem
cells in the treatment of injury and dis-
ease) (Holden, 2004; Malakoff, 2004,
Weissman, 2000b), their existence and
clues to their importance were recognized
as early as 1945. At this time, a remark-
able phenomenon was noted between non-
identical bovine twins. During the rare
occurrence when these fraternal twins
share a common placenta (and therefore
common blood circulation), these animals
remain hematopoietic chimeras indefi-
nitely and continue to produce blood cells
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from each other during their entire life-
time (Owen, 1945). Presumably, the
hematopoietic stem cells (HSCs) shared
in utero are responsible for this unique
chimerism. Experiments in mice in the
early 1960s further demonstrated the exis-
tence of stem cells in the hematopoietic
system. The pioneering work of Till,
McCulloch, Becker, and Siminovitch ele-
gantly showed that single cells in the bone
marrow of mice could give rise to myelo-
erythroid colonies in the spleens of irradi-
ated recipients (Till & McCulloch, 1961;
Becker et al., 1963). Moreover, when cells
from these splenic colonies were trans-
ferred to secondary lethally irradiated
recipient mice, all blood cell lineages
were reconstituted in these animals
(Siminovitch et al.,, 1963). These innova-
tive studies determined that in the bone
marrow cells of mice resided cells that
(1) could self-renew to be passaged from
primary to secondary hosts and (2) could
differentiate into multiple lineages, in this
case into the various blood cell compo-
nents, to reconstitute a lethally irradiated
animal that was completely dependent on
the transplanted cells for survival. These
experiments marked the beginning of the
stem cell biology field.

Before any discussion about aging in
the stem cell compartment, other signifi-
cant properties of the stem cell must be
introduced. Plasticity, one of the most
important and perhaps most contentious
stem cell properties, refers to flexibility
in lineage commitment, thereby allow-
ing a stem cell to cross tissue borders
and seed unrelated tissues and organs,
even those from different embryonic
layers (Blau et al.,, 2001). For example,
two publications have reported the abil-
ity of HSCs to convert to hepatocytes
(Lagasse et al., 2000) or neurons in the
human brain (Mezey et al., 2003). If the
concept of plasticity is accurate, then
stem cells from a normal, healthy organ
could theoretically be used to help regen-
erate or repair another unrelated tissue
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or organ damaged by disease or age.
Understandably, this amazing restorative
potential has been the driving force
behind the flurry of research in stem cell
plasticity. More recent evidence has
established criteria that would defini-
tively demonstrate plasticity in stem
cells; to date, no published reports have
fulfilled all such criteria.

To summarize, for a stem cell to be
considered “plastic” it would have to
satisfy the following conditions: (1) as the
cell shifts from one lineage to another,
a new lineage-specific function should
accompany that shift, (2) the genetic pro-
file of the cell should change to fit its
new identity, (3) minimal culture or han-
dling of the cell should occur to avoid any
extrinsic interference with its develop-
mental program, (4) no cell-cell fusion
between the “plastic” cell and a mature
cell of the new lineage can occur, and
(5) these results must be reproducible
(Wagers & Weissman, 2004). Based on
these strict criteria, no bona fide exam-
ples of stem cell plasticity exist; indeed,
most reported cases can be explained by
cell-cell fusion (Wagers & Weissman,
2004), introduction of heterogenous popu-
lations of stem cells into a donor tissue
(Orkin & Zon, 2002), or the requirement
of induced or natural organ damage or
impaired function in the recipient to
achieve enhanced performance of the
transplanted stem cells in the desired tis-
sue (Grove et al., 2004). However, infu-
sion of donor HSCs may contribute to
overall healing and improved outcome in
certain cases of organ transplant or dis-
case, albeit via indirect, unidentified
mechanisms. Taken together, plasticity
of a stem cell, despite hope and initial
promise, likely will have little or no bear-
ing on the aging of stem cell populations.

Another fascinating characteristic of
stem cells (HSCs in particular) is the
wide range of genes they express.
Counterintuitive to the prevailing belief
of stem cells as “resting” and waiting
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to become activated as necessary in
response to some cellular signal, purified
HSCs express a vast array of genes as
compared to committed progenitor cells
(Terskikh et al., 2003) (see Figure 4.1). Of
the differentially expressed genes exam-
ined, nearly half were seen in the stem
cell population, with relatively few genes
expressed by more committed progeni-
tors. In contrast, a limited but distinct
set of lineage-specific genes was upregu-
lated in the progenitor cells. These data
suggest that stem cells are quite active
transcriptionally, allowing them to con-
stantly assess their environment and
respond quickly to the needs of or
changes experienced by the organism.
Active transcriptional status usually
means an open chromatin configuration,
which could account for DNA damage or
liabilities over time, especially over the
stem cell’s (and the organism’s) long life-
time. In this regard, active and robust
gene expression in a stem cell could be
important during aging.

Finally, an additional characteristic of
stem cells that potentially could be
affected by advancing age is their prolifera-
tive capacity. In much the same way that
stem cells traditionally were considered
“inactive” in terms of gene expression
(which we now know to be untrue), they
were further thought to be sedentary as far
as cell cycle progression is concerned.
Again, the stem cell (in particular the
HSC) has proven to be much more
dynamic than once believed. These cells
are far from quiescent; on the contrary, the
most primitive stem cells actively cycle.
Each day between 8 and 10 percent of
these primitive stem cells progress through
the cell cycle, and all cells in the HSC pool
undergo cell division every one to three
months, depending on the mouse strain
studied (Bradford et al, 1997; Cheshier
et al., 1999). Not only does this implicate
the stem cell as an active entity, it intro-
duces additional mechanisms for DNA
damage (mismatches, open chromatin
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structure) that could accumulate during
the lifetime of the cell. Cell proliferation,
therefore, is another factor to be considered
during the aging of a stem cell.

B. Hematopoietic Stem Cells

Many of the preceding descriptions about
stem cell biology and characteristics cite
the hematopoietic system as an example.
HSCs are likely the most highly studied
stem cells to date because of their early
discovery (Till, 1961), their isolation from
both mice and humans (Baum et al., 1992;
Spangrude et al., 1988), and their clinical
applications, such as the critical compo-
nents in bone marrow transplantation
(Reya et al., 2001). Because of the exten-
sive literature dedicated to the HSC, this
stem cell population will be the focus of
this chapter.

The HSC displays all the hallmarks of a
stem cell, including the capacity to self-
renew and differentiate into all necessary
blood cell lineages. This is clearly demon-
strated in the ability of a single trans-
planted stem cell to reconstitute and
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rescue a lethally irradiated recipient
mouse. Classic limiting dilution assays
by Smith and colleagues show that single
HSCs do indeed generate multilineage
clones capable of long-term self-renewal
(Smith et al., 1991). HSCs differentiate in
a hierarchical manner, with the most
primitive stem cells, or long-term HSCs,
retaining the ability to self-renew indefi-
nitely (see Figure 4.2). These, in turn, give
rise to short-term HSCs that self renew
in approximately eight weeks and multi-
potent progenitors that can self-renew in
less than two weeks. At this point, line-
age-restricted progenitors emerge, which
ultimately give rise to all of the differen-
tiated cells of the hematopoietic system
(Reya et al., 2001). As seen in Figure 4.2,
as differentiation increases, the ability to
self renew decreases.

II. Stem Cell Aging

Stem cells are uniquely sensitive to dam-
age accumulation from both intrinsic
and extrinsic sources because they are
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Figure 4.2 Self-renewal and differentiation in the stem cell hierarchy.
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long-lived. One of the main perpetrators
of damage is reactive oxygen species
(ROS) that are generated by normal cellu-
lar metabolism. Long-term exposure to
ROS is detrimental to many macromole-
cules, including proteins, lipids, and
nucleic acids. Whereas damage to any of
these molecules may affect cellular func-
tion, harm to the nucleic acids and pro-
teins that constitutes chromatin in stem
cells is particularly deleterious because it
can be passed on to progeny (Harman,
1981; Johnson et al, 1999). Another
source of damage to stem cells is associ-
ated with their lifetime of cell division.
As mentioned in the previous section,
stem cells are not quiescent, and enter
the cell cycle on a regular basis. Repeated
rounds of DNA replication can result in
the incorporation of numerous copy
errors into the genome. Under normal
circumstances, the cell has sophisticated
proofreading and editing enzymes to cor-
rect these potentially hazardous mis-
takes. However, over a lifetime of use,
the function of these enzymes may
decline due to ROS exposure, for exam-
ple (Johnson et al., 1999), and lead to
mutation. Whereas mutation in a single
long-lived differentiated cell may have

A. Clonal succession theory: total # of stem cells
decreases over time
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serious consequences for that individual
cell, mutation in a stem cell could have
potentially disastrous effects because
this genome will be perpetuated as the
progeny of that stem cell differentiates.
Although stem cells from other tissues
have been identified (i.e., in the central
nervous system, liver, and skin), much
less is known about them, and virtually
no data concerning their properties dur-
ing aging have been published. The study
of stem cell aging in systems other than
the hematopoietic is in its infancy.
Likewise, data will be presented describ-
ing the functional consequences of aging
on HSCs. Factors such as replicative
stress and editing errors that occur in all
cells, including the long-lived stem cell,
are important in limiting organismal
longevity and hence contribute to the
decline of the individual with age.

A. Stem Cell Aging Theories

Various hypotheses have been put forth to
explain stem cell usage as an organism
ages. The first was proposed nearly
40 years ago and is referred to as the
clonal succession theory (see Figure 4.3a).
This theory suggests that the stem cell

B. “Equal contribution’ theory: total # of
stem cells remains constant over time
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Figure 4.3 Theories of stem cell usage.
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pool as a whole is maintained in a quies-
cent state, held in check until needed by
the organism. When required, one or at
most only a few stem cells become active
and leave the pool to proliferate and sup-
ply the necessary differentiated cells to
the organism (Kay, 1965). According to
the tenets of this theory, the activated
clone would never rejoin the primitive
pool of resting stem cells; therefore, over
time, the supply of stem cells would
diminish, and aging would proceed. Injury
or disease could accelerate this stem cell
diminution and thereby contribute to
aging. To counteract this loss of critical
stem cells with time, one could postulate
that a sufficiently large pool of stem cells
would be present at birth to meet the
needs of the organism during periods of
crisis or a lifetime of wear and tear, or
both. In this regard, a mouse with an aver-
age life span of approximately 2 years
would require far fewer stem cells than
humans with their life expectancies
of nearly 80 years. However, one study
unexpectedly showed that HSC numbers
are relatively conserved in mammals
(Abkowitz et al., 2002). That is, the total
number of HSCs in the bone marrow of
mice, cats, and humans was similar and
not commensurate with either the size or
the potential life span of the organism.
These data argue against a model of
sequential activation and subsequent
depletion of a non-renewable stem cell
population.

An alternative theory that takes into
account the compelling data that demon-
strate that HSCs actively cycle and are
not quiescent (Bradford et al., 1997;
Cheshier et al., 1999) can be termed the
“equal contribution” model. In this case,
all members of the primitive stem cell
pool are active and in a homeostatic bal-
ance of self-renewal, proliferation, or dif-
ferentiation (see Figure 4.3b). This theory
suggests that the total number of stem
cells does not decrease during the life-
time of the animal due to the self-

D. R. Bell and G. V. Zant

renewal properties of the stem cells.
Therefore, depletion of stem cell num-
bers does not occur and hence does not
drive aging. This model agrees with data
from mouse chimera experiments that
show equal contribution by most (per-
haps all) HSCs to blood formation simul-
taneously (Harrison et al., 1987).

In view of this model, advancing age
poses a special problem with regard to
stem cells: does the ability to self-renew
prevent aging of this critical cell popula-
tion? Certain limited evidence exists that
seems to argue against stem cell aging.
For example, experiments analyzing stem
cell properties in a large animal model
(the dog) show little age-related differ-
ences in the HSC populations in young
versus old bone marrow (Zaucha et al.,
2001). Additionally, although not directly
related to the self-renewal properties of
stem cells, is the observation that many
common diseases responsible for death
in mammals, including humans, are not
diseases of stem cell origin, such as heart
disease or renal failure (Van Zant &
Liang, 2003). However, greater evidence
is mounting in favor of age-related
changes that affect stem cell properties,
especially in the hematopoietic system.

B. Mouse Aging Data
1. Intrinsic Factors

Because of the similarities in the blood-
forming processes between mice and
humans and the availability of numerous
inbred laboratory mouse strains, much of
the data on stem cells and aging generated
to date has been in the mouse. Several
general characteristics have been deter-
mined with regard to stem cell aging. To
begin, in the murine hematopoietic sys-
tem, HSCs are not immortal and can only
be serially passaged to recipient mice for
five generations at most (Ogden &
Mickliem, 1976; Siminovitch et al., 1964).
Subsequent transplants and manipulations
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do not fully reconstitute and rescue
lethally irradiated recipient mice and sug-
gest that repeated rounds of self-renewal
and lineage replenishment exert a lasting
effect on the stem cells. Although these
serial transplantations may not precisely
recapitulate the natural aging process and
may further be magnified by differentia-
tion of the transplanted stem cells as well,
similar mechanisms are involved and
hence can provide clues as to what is hap-
pening as the mouse ages. Another stem
cell characteristic affected by advancing
age is the ability to “home.” Stem cells
must be able to find their way from one
site in the bone marrow, enter and travel
through the bloodstream, and finally rec-
ognize other positions in the bone marrow
where they are needed. The same is true of
transplanted stem cells: they must be able
to locate appropriate locations in the bone
marrow to lodge from the bloodstream fol-
lowing transplantation (Cao et al, 2004).
This process of traveling to and recogniz-
ing the correct spot to reside by a stem cell
is called homing, and diminished homing
efficiency of HSCs in mice is observed
with regard to age. Indeed, old stem cells
have a significantly reduced ability to
home to the proper location as compared
to young stem cells following transplanta-
tion (Morrison et al., 1996). Finally, other
observations between young and old mice
have shown that changes occur in the
developmental potential in aged stem cells
of hematopoietic origin. Specifically, as
murine bone marrow is serially trans-
planted (as mentioned before, this is a
process likened, but not identical, to
aging), or when bone marrow from aged
donors is used in transplantation experi-
ments, stem cells lose their ability to
differentiate into the lymphoid lineage.
Hence, hematopoietic maturation is
skewed toward myeloid precursors and
away from the B and T cell lineages
(Spangrude et al., 1995; Sudo et al., 2000).
All of these data indicate that despite their
ability to continually self-renew, stem
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cells are not immune to the inevitable pas-
sage of time.

In addition to these studies that
directly examine the effects of aging on
stem cells, many investigators have
exploited the intrinsic differences among
inbred mouse strains to look at age-
related alterations in HSCs. One of the
best examples of these experiments
involves analyses of allophenic mice,
which provide hints about naturally
occurring differences in hematopoietic
cells and their life spans between two
inbred strains of mice. These innovative
experiments involve creating chimeric
animals by aggregating cells from two
different strains of mice (in this case, the
commonly used C57BL/6 [B6] and DBA/2
[D2] mice) at the embryonic stage. The
resulting animals are composed of cells
from both B6 and D2 mice. Amazingly,
stem cells derived from the D2 mice,
which are short-lived (by 34 percent)
compared to B6 mice, stopped contribut-
ing to hematopoiesis at a time correspond-
ing to their normal life span. After this
time, all hematopoietic cells in the
allophenic mice came from the longer-
lived B6 mice (Van Zant et al., 1990).
This convincingly demonstrates that
HSCs do indeed age and that there are
functional consequences of this aging.
Adding to this data are observations from
other investigators who use inbred
strains of laboratory mice to show wide
variations in HSC characteristics and
natural life span (Van Zant et al., 1983).
Specifically, many researchers have used
recombinant mouse strains to identify
quantitative trait loci (QTLs) responsible
for the complex traits (including aging)
exhibited by different mouse strains
(Abiola et al., 2003). For example, studies
from this laboratory have shown that old
mice (24 months old) have greater num-
bers of primitive HSCs compared to
young mice (6 weeks old), but the total
number of HSCs per animal is strain-
dependent. Five commonly used mouse
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strains were assayed in these experi-
ments (C3H/He, CBA/J, DBA/2, BALB/c,
and C57BL/6). A decrease in stem cell
cycling activity in older mice of each
strain tested was demonstrated, and this
decrease had a statistically significant
negative correlation with the maximal
expected life span of that particular
strain. However, the degree of prolifera-
tive decrease was also strain-dependent
(de Haan et al., 1997). These results were
further investigated in light of extrinsic
(such as growth factor) controls on HSC
proliferation and pool size. In this study,
the effects of stimulation by the growth
factor flk-2/flt-3 ligand (FL), which has
been proposed to be important in main-
taining HSC numbers and regulating
their proliferation, were assessed in the
stem cell compartment of the same five
mouse strains analyzed previously.
Interestingly, following incubation with
FL, a correlation was noted among the
following characteristics: life span of the
various mouse strains, HSC proliferation,
and HSC pool size. Specifically, FL only
elicited a stimulatory effect on stem cell
cycling in strains of mice with a natu-
rally larger pool of stem cells, such as the
D2 mice, which are also relatively short-
lived. Using the power of recombinant
inbred mice and QTL mapping, a puta-
tive region on mouse chromosome 18
was identified as responsible for this
trait. In addition, this region of mouse
chromosome 18 shows synteny with
human chromosome 5q, deletions of
which are important in hematologic can-
cers (de Haan & Van Zant, 1997). Further
analysis of HSC cell turnover and cycling
in recombinant inbred mice had a dra-
matic association with mean life span in
mice, and two additional QTLs on mouse
chromosomes 7 and 11 were identified as
possible loci for the genes responsible for
these traits (de Haan & Van Zant, 1999a).
Detailed experiments entirely focused on
the informative recombinant inbred mice
generated by crossing the B6 and D2
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lines (called BXD strains) identified other
QTLs important in HSC biology and
aging. Analysis of all 35 BXD strains of
mice available to determine QTLs
responsible for the changes in stem
cell numbers as mice age from 2 to
20 months identified several potential
contributing loci, including those found
on chromosomes 2, 14, and X (de Haan &
Van Zant, 1999b). When thinking about
how vital and complex stem cell regula-
tion and maintenance is, it is not surpris-
ing that several chromosomal locations
could be responsible for this regulation.
Using newer and more reliable database
resources with higher resolution, the
potential locus on mouse chromosome 2
can be considered a bona fide “aging
locus” because in B6 mice this site
appears to be responsible for the
increased numbers of HSCs noted in old
B6 mice (Geiger et al., 2001). Senescence,
or the limitation of proliferative capacity
due to exhaustive rounds of cellular
cycling, is also genetically regulated
and age-related in HSCs (Chen et al,
2000), as evidenced by both competitive
repopulation and serial transplantation
studies in mice in vivo. To be precise, B6
mice (longer-lived) have a delayed onset
of senescence compared to D2 mice
(shorter-lived). Decreased repopulating
ability with increasing HSC age in D2
mice suggests that these cells do senesce;
however, HSCs from old B6 mice repopu-
late recipients better than do those from
young B6 mice, an odd contradiction.
This could be explained if B6 stem cells
simply have a higher proliferative limit
than D2 stem cells. If this is true, then
only repeated serial transplantations
requiring extensive proliferation would
uncover functional deterioration (i.e.,
loss of repopulating ability) over time
in B6 stem cells (Chen et al., 2000).
As stated earlier in this section, this
is indeed the case: serial transplanta-
tion recovery by HSCs is affected
with increasing age. Initial experiments
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indicate that a potential locus on mouse
chromosome 12 may be responsible for
the senescent phenotype. In all of these
reports, no specific candidate genes have
been identified in the putative QTLs
shown to be responsible for the suggested
traits. Analysis of candidate genes in
these loci is an area of active research by
many investigators.

2. Extrinsic Factors

While most data published on the aging of
HSCs focus on intrinsic factors, such as
genetic components specific to each cell,
an important related topic concerns cer-
tain extrinsic factors, such as the cellular
microenvironment, and how this crucial
milieu of cells, cytokines, and soluble
growth factors change and affect HSCs
with advancing age. The supporting stro-
mal cells of the microenvironment help
to maintain HSCs by supporting their
localization, survival, or self-renewal, or
any combination thereof. This concept of
an HSC niche was first proposed many
years ago (Schofield, 1978) and has since
been expanded and intensely studied to
provide a more complete understanding of
stem cells to enhance their manipulation
and applications in treating disease.

The bone-forming cells of the bone
marrow, or osteoblasts, now appear to be
critically important factors in the stem
cell niche (Zhu & Emerson, 2004).
Experiments examining hematopoietic
recovery in mice following treatment with
5-fluorouracil have shown in vivo that
stimulated HSCs are found in direct prox-
imity to osteoblasts (Heissig et al., 2002).
However, an unsettling contradiction was
noted with regard to the numbers of
osteoblasts present in the bone marrow
and the numbers of HSCs: osteoblasts
vastly outnumber the HSCs (Taichman et
al., 1996). This raises the question of how
do HSCs “choose” with which osteoblast
to associate. Are certain osteoblasts some-
how different and specialized to function
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as a stem cell niche? Or, is it more likely
that other cells in the bone marrow, such
as the mesenchymal cells (i.e., endothelial
cells), also are part of the HSC niche and
their association with osteoblasts truly
defines the niche? Data supporting this
model were shown by analyzing the
expression of certain HSC-specific recog-
nition molecules (i.e., c-Kit ligand) on the
surface of osteoblasts; no such expression
was detected, thereby suggesting that
other accessory cells that do express such
necessary factors must be associated with
the osteoblasts to allow HSCs to home to
their proper niche (Taichman et al., 1996).
These data lead to an important point
regarding aging: both the endothelial cells
of the bone marrow and the primitive
HSCs develop from a common hematopoi-
etic precursor, the hemangioblast (Zhu &
Emerson, 2004). It is therefore highly
likely that these accessory cells of the
stroma also will show similar age-related
changes that will influence the biology
and chemistry of the microenvironment
(Wineman et al., 1996). Finally, to further
address the role of the aged environment
and its potential impact on HSC function
in mice, bone marrow transplantation
studies were performed in young and old
recipients. Regardless of the age of the
bone marrow donor, an increased autoim-
mune response in the old recipients was
detected compared to the young (Doria
et al., 1997). This supports the notion of
age-related impairment of the stroma that,
in turn, causes improper functioning of
the immune system. Thus, the microenvi-
ronment of the aging HSC is another
important factor to consider during the
process of cancer development, which will
be discussed in Section III.

C. Human Aging Data

While data from mouse models of stem
cell aging are considerably more thor-
ough, reports demonstrating similar age-
related functional decline in human
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HSCs are compelling. First, studies ana-
lyzing the lengths of telomeres (which are
specialized structures on the ends of
chromosomes) in both human somatic
cells and HSCs have shown progressive
telomere shortening after cellular prolif-
eration, which leads to termination of
cell division or replicative senescence.
Accumulation of senescent cells with
repeated cellular cycling, as occurs over
time with progressing age, is theorized to
contribute to tissue deterioration (Baird
& Kipling, 2004). Unlike human somatic
cells, which express no (or very low levels
of) telomerase (the enzyme responsible
for maintaining telomere length), human
HSCs do express detectable levels of
telomerase. Despite this fact, HSCs also
display shortening of telomeres with
age (Allsopp & Weissman, 2002). A recent
interesting observation in cultured
human cells also lends further evidence
to the importance of age-related telomere
shortening in somatic and presumably
HSCs. As mentioned earlier in this dis-
cussion, oxidative stress contributes to
cellular aging. It is known that oxidative
stress can also increase the rate of telom-
ere shortening (Kawanishi & Oikawa,
2004). Thus, oxidative stress can directly
affect chromosomes and lead to cellular
senescence and aging in many human
cells, including HSCs. Next, studies
using primitive hematopoietic cells
obtained from human umbilical cord
blood and bone marrow from both adults
and the elderly show a steady decline in
cell function that begins after birth and
progresses throughout life. Specifically,
increases in progenitor cell numbers with
advancing age were demonstrated in the
samples tested, which correlates with
data obtained in mice; however, there
was a concomitant decrease in prolifera-
tive capacity in those same progenitor
cells. Samples from children with bone
marrow failure and a propensity to
develop leukemia also showed compara-
ble proliferative deficiencies, as did the
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samples from the elderly, indicating a
potential link between hematopoietic
deficiencies or aging, or both, with cancer
(Marley et al., 1999). Also, as seen in
murine HSCs, differentiation potential is
affected in stem cells from the elderly.
Primitive human CD34 + cells have a
diminished capacity to generate T cells
when examined in vitro (Offner et al.,
1999). This last example of reduced T and
B cell number and activity with advanc-
ing age is related to the well-documented
decrease in immune system function in
older individuals (Globerson & Effros,
2000; Miller, 2000; Miller et al., 1997),
and this could clearly affect an organism'’s
ability to achieve long life. Impaired
T cell monitoring and destruction of
cancerous cells is highly affected in the
elderly (Aspinall, 2000). Therefore, this
could represent a direct link between dys-
functional stem cell differentiation, loss
of immune prowess, and increased cancer
development due to advancing age.

D. Health Impact of Aging
Hematopoietic Stem Cells

As humans age, small, seemingly innocu-
ous changes in hematopoiesis occur,
which include anemia, diminished
immune responses (discussed above), and
an overall decrease in bone marrow cellu-
larity (Lipschitz et al, 1981). Although
these may be tolerated sufficiently in oth-
erwise healthy individuals, times of
hematopoietic stress (such as that follow-
ing myeloablative  chemotherapeutic
treatment or infection) exacerbate these
subtle changes. Not only is response to
such stress slowed in the elderly, but
complete recovery is unusual even after
significant periods of time, resulting in
anemias or other hematopoietic deficien-
cies (Botnick et al., 1982; Kim et al., 2003;
Marley et al., 1999). With regard to
hematopoietic changes in the elderly, ane-
mia is common, and nearly one-third of
the cases seen are unexplained (Guralnik
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et al., 2004). As the mean age of the popu-
lation increases, so does the percentage of
accompanying anemias (Cesari et al.,
2004; Penninx et al., 2003). In fact, by age
85, the prevalence of anemia is greater
than 20 percent (Guralnik et al, 2004).
As mentioned earlier, this usually does
not present complications in a healthy
patient, and most elderly anemic patients
go untreated; however, even mildly ane-
mic patients can have unfavorable out-
comes following heart complications such
as myocardial infarction. The decline in
hemoglobin in older individuals is not
sufficient to explain the extent of anemia
observed. Dysregulated red blood forma-
tion in the bone marrow is a plausible cul-
prit of this anemia. Ultimately, the HSC
is responsible for erythropoiesis, and
because other developmental abnormali-
ties are seen in aging stem cells (such as
reduced T and B cell production), it is pos-
sible the aging HSC also fails to produce
the number of red blood cells necessary to
prevent anemia. This anemia could there-
fore reflect an underlying weak myelodys-
plasia; indeed, evidence suggests that
myelodysplastic syndromes are stem cell
disorders (Liesveld et al., 2004). Age-asso-
ciated changes in function and accumula-
tion of damage, particularly in chromatin,
in HSCs may account for the dramatic
increase in cancer seen after the age of 65.

III. Stem Cells and Cancer

Progressing age is the most significant
risk factor in cancer development;
indeed, between the ages of 40 to 80
years, there is an exponential increase in
cancer incidence rates, after which the
incidence of cancer levels off (DePinho,
2000). Ultimately, the overall risk of
developing an invasive cancer in one’s
lifetime is 1 in 3 for women and 1 in 2
for men (ACS, 2000). These statistics not
only apply to the solid tumors that com-
monly are cited today, such as pancre-
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atic, lung, prostate, and colon cancer, but
also to cancers of the hematopoietic sys-
tem, namely leukemias. For example,
acute myeloid leukemia (AML), for
which the majority of data is available, is
more than three times as likely to occur
in someone age 65 versus an individual
who is 35 wyears old (NCI, 2000).
Furthermore, the median age at diagnosis
of patients with AML is 65 vyears
(Lowenberg et al., 1999). Clearly, this is a
disease that predominates in older per-
sons. In addition to the prevalence of
AML in older individuals is their poor
response to treatment. Following stan-
dard chemotherapy treatment, an initial
remission is seen in 65 to 75 percent of
younger AML patients (<60 years old).
Unfortunately, the same standard treat-
ment protocols in older AML patients
(>60 years) result in a much lower remis-
sion rate (30 to 50 percent) and a death
rate that is twice as high (20 percent) as
that observed in young persons with
AML (Baudard et al., 1994; Bishop et al.,
1996; Estey et al., 1995; Leith et al., 1997;
Mayer et al, 1994, Rowe et al,
1995; Schiller & Lee, 1997; Stone et al.,,
1995; Taylor et al., 1995). A sustain-
able remission is achieved in only 10
to 20 percent of elderly AML patients
overall (Goldstone et al., 2001). As an
increasing proportion of our population
gets older due to modern medical
advances, health challenges of the elderly
will become even more critical to sci-
ence and medicine. The statistics cited
above demonstrate that AML will be an
important concern in an ever-growing
segment of the population.

A. Stem Cell Origin of Leukemia

Cancers of the hematopoietic system, or
leukemias, originate from and are sus-
tained by cancer stem cells. Leukemias
provide the most convincing data that
normal stem cells can become cancer
stem cells through the acquisition of
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mutations, and it is this leukemic stem
cell (LSC) that is responsible for the dis-
ease (Reya et al., 2001). Studies of human
AML have begun to define the genetic
alterations and chromosome transloca-
tions associated with the various sub-
types of the disease (Dash & Gilliland,
2001). AML is a heterogeneous disease
clinically and includes many subtypes
(MO-M7) as defined by the French-
American-British  (FAB) classification
system (Mirro, 1992). Despite this het-
erogeneity, the leukemias are quite simi-
lar at the level of the stem cell and share
many of the same immunophenotypic
markers as normal HSCs (Bonnet &
Dick, 1997; Lapidot et al., 1994). With
the advent of improved methods of
detection and isolation of stem cells
(such as fluorescence activated cell sort-
ing), it is now possible to analyze the
functional and molecular characteristics
of both normal HSCs and LSCs. Recent
reports formally have described the exis-
tence of leukemic stem cells in AML and
strongly suggest that these LSCs give rise
to the disease (Jordan, 2002). Specifically,
when CD34 + /CD38-cells, previously
defined as containing the stem cell popu-
lation of normal bone marrow, were iso-
lated from the bone marrow of patients
with AML and transplanted into the non-
obese diabetic/severe combined immun-
odeficient (NOD/SCID) mouse, leukemic
disease was evident and transferable
(Bonnet & Dick, 1997). This indicates
that, just like the normal HSC, the
leukemic stem cell also displays the cell
surface marker phenotype of CD34 +
/CD38-. Other evidence supporting the
stem cell origin of AML comes from
studies on the various subtypes of the
disease. As mentioned previously, AML
subtype classification is based on the
morphologies and genetic abnormalities
of the leukemic cells (FAB subtypes)
(Brendel & Neubauer, 2000). Interestingly,
the AML subtypes MO, M1, M2, M4, and
M5 all contain LSCs with similar
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immunophenotypes, even though each of
these subtypes of leukemia displays a dif-
ferent clinical disease (Guzman &
Jordan, 2004). While the phenotypically
identical LSCs (CD34 + /CD38-) from
each of the AML subtypes when trans-
planted into NOD/SCID mice contained
the leukemia-initiating cells, the result-
ing disease was similar to that observed
in the donor patient (Wang et al., 1998).
These results indicate that the initial
transformed cell was a primitive stem
cell that took the wrong developmental
pathway, presumably depending on the
mutation that occurred. All of these data
point to a transformed stem cell source
of leukemia.

B. The Two-Hit Model

An important corollary to this discussion
of a stem cell origin of AML is the theory
that cancer, in general, results from a
series of genetic changes that, over time,
confer unique properties to a cell that
lead to a progression from normalcy
to malignancy (Hanahan & Weinberg,
2000). These genetic alterations include,
but are not limited to, independence in
growth signaling, escape from apoptosis,
and endless ability to replicate. Likewise,
AML progression is theorized to result
from a stepwise accumulation of genetic
mutations. This buildup of mutations
takes place over the life span of an indi-
vidual, which is why AML is more than
three times as likely to occur in someone
aged 65 years versus an individual who
is 35 years old (NCI, 2000). The muta-
tion buildup generally results from
two sources: (1) replicative stress and
(2) exposure to damaging extrinsic fac-
tors. Repeated rounds of cell division, as
occurs in a long-lived stem cell, provide
ample opportunity for mistakes such as
DNA mismatches and other editing
errors to be incorporated into the
genome. These types of errors can be
directly responsible for alterations in
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gene regulation or function, or both.
Additionally, exposure to repeated
extrinsic insults, such as ROS, can lead
to mutation accumulation in crucial
cells like HSCs. As mentioned earlier,
this will obviously have serious conse-
quences in a long-lived, terminally differ-
entiated cell, but it will likely have a dire
outcome in a stem cell responsible for
life-long tissue repair and replenishment.
In summary, given that the origin of
AML is an HSC that has undergone
oncogenic mutations, it is reasonable to
propose that an aging stem cell is a likely
target for this leukemic transformation.

Acute myeloid leukemias are composed
of leukemic cells that not only have pro-
liferation or survival advantages, or both,
over other cells of the hematopoietic
system, but also have diminished, poor
differentiation compared to normal cells
(Deguchi & Gilliland, 2002). The current
“two-hit” model of AML cites mutation
in a cellular kinase that results in a con-
stant growth-promoting signal, and muta-
tion in a hematopoietic transcription
factor that leads to disrupted develop-
mental potential as the important ele-
ments driving leukemogenesis (Dash &
Gilliland, 2001; Deguchi & Gilliland,
2002). Clinically, support for the acquisi-
tion of cooperating mutations in the
development of AML is well documented.
In nearly all cases of chronic myeloid
leukemia (CML), a translocation exists
that constitutively activates a tyrosine
kinase. Common translocations asso-
ciated with CML include BCR/ABL,
TEL/ABL, TEL/PDGFBR, and TEL/JAK2
(Deguchi & Gilliland, 2002). Expression of
these constitutively active kinases results
in increased proliferation or survival of
affected cells without a block in cellular
differentiation. It is the subsequent gain
of mutations involving transcription
factors that provides the differentiation
block and causes the onset of acute
disease. Examples of CML progression to
AML (or CML blast crisis) provide sup-
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porting evidence for this hypothesis.
Cases of CML patients with BCR/ABL-
positive disease progressing to acute
leukemia with ensuing acquisition of
either the Nup98/HoxA9 or AML1/ETO
translocations are documented (Golub
et al., 1994; Yamamoto et al., 2000). These
data point to the need for multiple cooper-
ating mutations during leukemogenesis.

Given the differences in life span
between mice (3 years) and humans (~80
years), it is logical that development of a
“second hit” would occur more quickly
in the mouse. In fact, most processes
occur faster in mice compared to humans
(i.e., metabolism, reproduction, etc.).
Additionally, the most common cancers
that affect elderly mice and humans are
not the same and therefore are likely to
develop and progress in different ways.
Specifically, old mice tend to develop sar-
comas and lymphomas, whereas elderly
humans more commonly develop epithe-
lial cancers such as breast and colon
cancers (DePinho, 2000). Considering
all the variance between mouse and
human physiology, it is not surprising
that development of mutations necessary
to transform cells occur at different rates.

C. Age as the “Second Hit” in Cancer

The work summarized in this section cor-
responds strongly with a model of multi-
step leukemogenesis, in which the main
culprits of disease consist of an altered
transcription factor that causes a differenti-
ation block, and of an activated kinase that
can provide limitless growth and survival
signals. The combination of these events is
critical to disease development. But, as
evidenced by the increase in leukemia
incidence with advancing age, these detri-
mental mutations obviously take place
over a long period of time. Aging, there-
fore, must also be a key player in this sce-
nario. Because stem cells are known to be
the source of AML and the effects of aging
on the stem cell population, we favor a
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model of AML in which aging may be con-
sidered a secondary age-related event in
leukemogenesis (see Figure 4.4). However,
the models in Figure 4.4 (A and B) are not
necessarily mutually exclusive. For the
sake of simplicity, models A and B were
shown as separate events. But secondary
mutations (A) that help drive leukemogen-
esis may be direct results of the age-related
changes brought about by increasing age (B).
Effects on DNA repair mechanisms and
repeated exposure to environmental insults,
both internal and external, may cause
enough genomic instability to permit the
formation and escape from detection of the
translocations and point mutations/dupli-
cations commonly seen in human AMLs.
In this regard, aging would provide and pro-
mote conditions permissive to leukemic
transformation. Aging stem cells also
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display decreased developmental potential,
which could be similar to the effects of a
mutated transcription factor and skew the
differentiation of progeny. Furthermore,
decreased monitoring by the immune sys-
tem, another issue in older individuals,
may allow disease to progress more effi-
ciently and aggressively. Finally, the
increased cellular senescence seen with
advancing age in mice could directly con-
tribute to leukemic progression. Krtolica
et al. (2001) showed that senescent fibrob-
lasts can permit epithelial cells to become
malignant. Given that HSCs and the
surrounding stromal cells do age, senes-
cence and cancer development may be
inevitable outcomes of this process.
Therefore, age may be just as important a
factor in AML development as the altered
genes themselves.

A. Current “Two-Hit” theory of leukemogenesis
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IV. Conclusions

The study of stem cells, with their prom-
ise of curing injury and disease, has led to
discoveries that necessitate monitoring
and caution as well as those that inspire
excitement and hope. The evidence pre-
sented here not only should entice fur-
ther research into the incredible potential
of stem cells but should also cause reflec-
tion about the inevitabilities of being
such a long-lived cell. The natural course
of aging and its undeniable association
with cancer is not lost in a stem cell
despite its amazing ability to self-renew
and restore (some) tissues in times of
need. The identification of malignant
stem cells in cancers other than the
hematopoietic system, such as the breast
and brain, provides increasing evidence
consistent with a general model of stem
cell origin of disease. To the extent that
at least some, and perhaps most, malig-
nancies are stem cell-derived, cancer may
provide some of the strongest evidence
yet supporting the concept of stem cell
aging.
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Chapter 5

Mitochondria: A Critical Role in Aging

Tamara R. Golden, Karl Morten, Felicity Johnson, Enrique Samper,
and Simon Melov

The mitochondrial theory of aging was
proposed by Harman over 30 years ago
(Harman, 1972), and though the past three
decades have seen a plethora of correlative
data in support of this theory, only
recently has the hypothesis been tested
directly. An outgrowth of the free-radical
theory of aging (Harman, 1956), the mito-
chondrial theory of aging proposes that
mitochondria are the source of the major-
ity of reactive oxygen species (ROS) pro-
duced by the cell and that important
targets of these mitochondrially generated
ROS are mitochondrial components,
including the mtDNA. According to the
theory, age-related cumulative damage
to the mtDNA causes a concomitant
decrease in mitochondrial function and
perhaps a further increase in the mito-
chondrial production of damaging free-
radicals, leading to a “vicious cycle”
of escalating ROS production and mtDNA
damage. The reduced mitochondrial bioen-
ergetic capability, as well as the increasing
oxidative damage to cellular components,
is hypothesized to contribute to the patho-
physiology of aging.

I. The Mitochondrion

The mitochondrion is an essential
organelle, playing a central role in much
of metabolism. The site of oxidative phos-
phorylation, mitochondria provide the
majority of energy, in the form of ATP,
that fuels cellular processes. Electrons
derived from the oxidation of dietary car-
bohydrate, fat, and protein are fed into the
electron transport chain (ETC), localized
in the inner mitochondrial membrane.
The electrons are passed through the four
ETC complexes before terminally com-
bining with molecular oxygen to form
water. In the process, an electrochemical
gradient is formed across the inner mito-
chondrial membrane that drives the
synthesis of ATP.

It has been estimated that as much as
0.4 to 4 percent of respired oxygen is con-
verted to the radical superoxide in the
course of normal oxidative metabolism
(Boveris, 1984; Hansford et al., 1997). This
superoxide is formed at sites in complexes
I and III of the ETC (Boveris et al., 1976;
Takeshige & Minakami, 1979; Turrens &
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Boveris, 1980). In isolated brain mitochon-
dria, the main site of mitochondrial radi-
cal production has been reported to be at
complex I, on the matrix side of the inner
mitochondrial membrane (Kudin et al,
2004). However, debate surrounds the
relative importance of each site in vivo
and whether radicals are generated at high
enough levels to cause damage to cellular
components, including the mtDNA (Chen
et al., 2003; Liu et al., 2002a; St-Pierre
et al., 2002).

Mammalian mtDNA is a circular
genome of approximately 16,500 bp,
encoding 13 polypeptides of the respira-
tory chain, two ribosomal RNAs and
22 tRNAs. In addition to the transcribed
region, mtDNA also contains a non-cod-
ing D-loop region believed to be involved
in mtDNA maintenance, replication, and
transcription (Bogenhagen & Clayton,
2003; Gillum & Clayton, 1978; Holt &
Jacobs, 2003). The remainder of the
proteins required for mitochondrial func-
tion are encoded by nuclear genes.
Mammalian cell culture models and stud-
ies in S. cerevisiae indicate that mtDNA
molecules exist in nucleoids, discrete
structures containing 2 to 10 mtDNA
molecules combined with protein factors
involved in replication and transcription
(Iborra et al., 2004; Legros et al., 2004,
Miyakawa et al., 1987). The mitochondrial
nucleoids appear to be directly tethered to
the inner mitochondrial membrane and
closely associated with the mitochondrial
protein import machinery (Iborra et al.,
2004; Legros et al., 2004). Attachment of
mtDNA to the inner mitochondria mem-
brane is proposed to facilitate respiratory
chain assembly but also places mtDNA in
close proximity to the major cellular site
of ROS production, the ETC.

With hundreds of mitochondria per cell,
and tens of mtDNA molecules per mito-
chondrion, an average cell may contain
over a thousand copies of mtDNA. The
mtDNA is inherited maternally, and
numerous variants exist in the human

125

population, but usually a single mtDNA
variant populates an egg, resulting in a
homoplasmic individual. Alternatively,
more than one variant may be passed to
the offspring, resulting in heteroplasmy, in
which a single cell contains multiple dif-
ferent mtDNA sequences. Heteroplasmy
can also develop as a result of the accu-
mulation of somatic mutations to the
mtDNA during the lifetime of the indi-
vidual. In this case, the mutations are sto-
chastic, with different unique mutations
accumulating to different frequencies in
each cell. The fraction of mitochondrial
genomes that need to be mutated (the
“mutational load” of a cell) in vivo before
mitochondrial or cellular functions are
affected remains unknown, although stud-
ies of mitochondrial disease have indi-
cated that for dramatic phenotypes such
as clinically significant myopathies, the
majority of mtDNA needs to be mutant.

II. Evidence for Increased
Oxidative Damage to
Mitochondrial Components
with Age

A. Mitochondrial DNA Mutations
and Aging

The age-related increases in the levels of
both oxidative damage and mutational
load of mtDNA predicted by the mito-
chondrial theory of aging have been
described in multiple species and organ
systems. However, whether this damage
affects mitochondrial function or signifi-
cantly modulates the physiology of aging
has remained controversial (Jacobs,
2003a,b; Pak et al., 2003a,b).

Age-related duplications and concatena-
tions of mtDNA were first described using
electron microscopy (Piko & Matsumoto,
1977; Piko et al., 1978). With the advent of
PCR, age-related increases in large scale
deletions of the mtDNA have been
described in C. elegans (Melov et al,
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1994; Melov et al, 1995a), Drosophila
melanogaster (Yui et al, 2003), mouse
(Tanhauser & Laipis, 1995), rat (Filburn
et al., 1996), monkey (Lee et al., 1993), and
human (Cortopassi & Arnheim, 1990;
Melov et al., 1995b; Melov et al., 1999a).
New technologies have also shown that
point mutations in the control region
of human mtDNA increase with age
(Michikawa et al., 1999). However, deter-
mining the total mutational load of the
mtDNA in any one tissue or cell remains a
difficult proposition because age-related
somatic mutations are stochastic, resulting
in heteroplasmy. Generally, studies have
focused on quantifying a specific deletion
(e.g., the so-called “common deletion”
in human mtDNA) or detecting point
mutations through sequencing of a small
segment of the mitochondrial genome.
Neither of these approaches provides a
comprehensive picture of the potential
total mutational load in a cell or tissue.
Studies that have quantified specific
mutations have found that the observed
prevalence of any one mutation in aged
tissue has been low, generally below 1
percent in homogenized tissue samples,
though one report found the common
deletion reached more than 10 percent in
the putamen (Corral-Debrinski et al,
1992). This is far below the level of muta-
tional load known to be associated with
pathology in mitochondrial diseases, in
which a mutant form of mtDNA may be
inherited from the mother (Holt et al,
1988; Wallace, 1994). For example, char-
acteristic mtDNA deletions are present at
levels between 45 and 75 percent in
affected tissues of patients with the mito-
chondrial disease Kearne Sayre Syndrome
(KSS) (Zeviani et al., 1988). In addition,
cell culture studies in which mtDNA
from one cell is introduced into a cell line
depleted of its own mtDNA (p0 cells),
generating “cybrid” cells, indicate that a
significant majority of the mitochondrial
genomes (60 to 90 percent) must be
mutant for a disease-related mutation
to cause a phenotype (Hayashi et al,
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1991; King et al., 1992; Trounce et al.,
1994). Therefore, it has remained unclear
whether the age-related increases in
mitochondrial mutations that have been
detected can play a role in phenotypes
associated with aging.

Two hypotheses have been formulated
as to how age-related mtDNA mutations
may be deleterious. The first is based on
the observation that a single mutation
can be found at very high levels within an
individual cardiomyocyte (Khrapko et al,
1999) or muscle fiber (Schwarze et al,
1995; Wanagat et al., 2001) and that these
mutations co-localize with regions of
impaired mitochondrial function (Fayet
et al., 2002; Wanagat et al., 2002). This
has lead to the hypothesis that discrete
mutations may, through clonal expansion,
reach a prevalence within a single cell at
which they are capable of affecting the
function of that cell. In this model, each
cell would have its own unique mutation,
making any one mutation difficult to
detect when a homogenized tissue or pop-
ulation of cells is studied. Alternatively, it
has been hypothesized that multiple, ran-
dom mtDNA mutations may be present
in an individual cell, and though each is
in low amount, enough mutations accu-
mulate such that a substantial fraction of
the mtDNA in the cell is damaged, with
significant phenotypes arising as a result.

Recent work in support of the first
hypothesis includes studies of adult stem
cells. Stem cells at the base of colonic
crypts were discovered to accumulate
deleterious mtDNA mutations at a rela-
tively high frequency of 5 X 107> muta-
tions per genome (Taylor et al., 2003). In
several cases, the mtDNA mutations
reached levels of prevalence in the crypt
cells at which they could be expected to
affect tissue function. The authors attri-
buted an age-related decline in cytochrome
oxidase activity (complex IV of the ETC)
in colonic crypts to this expansion of
stem cell mtDNA mutations.

The second hypothesis, that an increase
in random mtDNA mutations can
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influence aging, is supported by work
demonstrating that a high load of point
mutations accumulates in agedhuman
brain, such that as many as three muta-
tions per mitochondrial genome are pres-
ent in aged individuals (Simon et al,
2004). In addition, this hypothesis was
directly tested by a recent study that
demonstrated the importance of mtDNA
maintenance (Trifunovic et al, 2004).
In this study, the endogenous mouse
mitochondrial DNA polymerase (PolgA)
was replaced with an enzyme with
reduced exonuclease activity, resulting
in impaired proofreading during DNA
replication. The load of point mutations
per mtDNA molecule increased approxi-
mately threefold, although no single
mutation or “hot spot” for mutations was
observed. In addition, the total amount of
mtDNA decreased by 30 percent,
although mitochondrial transcript levels
remained unchanged. The increase in
mutational load resulted in reduced life
span, and the development of some age-
related pathologies, including loss of bone
density, weight loss, cardiomyopathy, ane-
mia, and reduced fertility. This mouse
model demonstrates that it is possible for
an increase in random mtDNA mutations
to affect tissue function and supports the
hypothesis that the age-related increase in
mutational load described in many sys-
tems could potentially contribute to some
of the phenotypes associated with aging.

Because maternally transmitted mtDNA
mutations are more likely to be homo-
plasmic, they are much easier to asso-
ciate with a disease or aging than the
random somatic mtDNA mutations gen-
erated as a result of oxidative damage. In
combination with certain nuclear back-
grounds or environmental factors, spe-
cific mtDNA variants may affect respira-
tory chain function and aging (Chinnery
et al, 1999; Niemi et al, 2003). The
mtDNA D-loop variant has been best
characterized in relation to age-related
conditions. In this variant, cytosine
replaces thymidine at position 16,189,
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resulting in a very long polycytosine tract
in the D-loop region of the mtDNA. It is
believed that this results in mitochon-
drial DNA polymerase slippage during
replication, resulting in a heteroplasmic
length variation of the tract (Marchington
et al., 1997). It has been proposed that
subsequent instability in the D-loop
region, which plays a role in mtDNA
replication and transcription, could result
in reduced mtDNA copy number over
time (Poulton et al, 1998). The 16,189
variant has been shown to have a positive
association with type II diabetes, dilated
cardiomyopathy, low body fat at birth,
iron loading associations in haemachro-
matosis, and stroke (Casteels et al., 1999;
Kim et al, 2002; Liou et al, 2004,
Livesey et al., 2004; Poulton et al., 2002),
although this has not been confirmed
in other studies (Gibson et al., 2004,
Gill-Randall et al., 2001).

A recent study identified a novel mito-
chondrial mutation that can be a risk
factor in a set of the most common age-
related diseases. Wilson and colleagues
identified an mtDNA mutation that pre-
disposed a family to hypomagnesemia,
hypertension, and hypercholesterolemia,
all risk factors for cardiovascular disease
(Wilson et al, 2004). Interestingly, the
mutation did not increase incidence of
type II diabetes or insulin resistance, phe-
notypes frequently observed with mito-
chondrial DNA mutations (discussed
below). How the mutation, which impairs
the ability of tRNAIl¢ to bind to the ribo-
some, causes the phenotypes measured is
unknown, but the study supports the
hypothesis that mtDNA mutations can
contribute to age-related phenotypes.

B. Oxidative Damage to Mitochondrial
Proteins and Membranes and Aging

Numerous studies have been aimed at
detecting age-related increases in oxidative
damage to protein or lipid components of
the mitochondrion (Berlett & Stadtman,
1997; Linton et al., 2001). Aging has been
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associated with both an increase in oxida-
tive damage to proteins and a decrease in
protein turnover and repair (Stadtman,
2004). The age-related increase in pro-
tein modifications includes cross-linkages,
fragmentation, carbonylation, glycation,
and advanced glycation endproduct (AGE)
formation (Berlett & Stadtman, 1997).
Recent evidence indicates that in blood
lymphocytes, some proteins are selec-
tively modified with age (Poggioli et al,
2004), indicating that there may be a non-
random pattern of protein damage asso-
ciated with aging. Oxidative damage to
proteins may lead to dysfunction and/or
aggregation of the damaged proteins,
which can result in their being targeted for
removal and degradation (Cuervo & Dice,
1998, Levine, 2002).

Numerous lines of evidence support
mitochondria as the primary source of
ROS (Chance et al., 1979; Li et al., 1995).
Hence, mitochondrial proteins, including
the complexes of the ETC and members
of other metabolic pathways, are likely
to be particularly susceptible to modifi-
cations as a result of oxidative damage.
Certain cellular components are known
to be sensitive to oxidative stress.
Specifically, proteins containing iron-
sulfur clusters (Fe-S proteins) are highly
sensitive to superoxide. This is exempli-
fied in the sod2 nullizygous mouse model,
which lacks the mitochondrial form of
superoxide dismutase (SOD2)(Li et al,
1995). Activities of two Fe-S containing
enzymes, aconitase and succinate dehy-
drogenase (SDH, complex II of the ETC),
are severely decreased in multiple tissues
in this model (Hinerfeld et al., 2004,
Li et al., 1995; Melov et al., 1998; Melov
et al., 1999b), and protein levels of SDH
have been demonstrated to be depressed
in mitochondria isolated from the cere-
bral cortex of these mice (Hinerfeld
et al., 2004). Superoxide is proposed to
oxidize 4Fe-4S clusters, resulting in the
release of free iron (Flint et al., 1993). In
the case of the SOD2 null mouse, it is
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hypothesized that elevated levels of
superoxide disrupt a structurally impor-
tant Fe-S cluster of SDH, resulting in
reduced levels of assembled complex in
the mitochondria (Hinerfeld et al., 2004).

Aconitase has been specifically exam-
ined as a target of oxidative damage
with respect to aging. In the house fly (Yan
et al., 1997), oxidation to mitochondrial
aconitase was found to increase with age,
and a corresponding age-related decrease in
aconitase activity was described. The ade-
nine nucleotide translocase has also been
identified as a mitochondrial protein that
increasingly is oxidatively damaged with
age in flies (Yan & Sohal, 1998). In other
studies via proteomic profiling, heart
mitochondrial protein was compared in
young and old rats (Kanski et al, 2004),
resulting in the identification of oxidative
modifications to 48 proteins with age.
Among the group were many metabolic
enzymes, including succinate dehydroge-
nase and aconitase (Kanski et al., 2004). In
addition, numerous oxidatively modified
proteins have been identified in bovine
heart sub-mitochondrial particles, the
majority localized in the mitochondrial
matrix (Choksi et al., 2004).

Once damaged, mitochondrial proteins
are removed and recycled either via
autophagy, where the entire organelle is
degraded by lysosomal enzymes, or via
the mitochondrion’s own internal protein
turnover mechanisms. Studies indicate
that protein turnover declines with age,
although surprisingly little is known
about the mechanisms of mitochondrial
protein degradation. Recent studies define
the AAA proteases, which are ATP-
dependent, membrane-bound, and respon-
sible for membrane protein turnover in
mitochondria, chloroplasts, and eubacte-
ria (Korbel et al., 2004). Mitochondrial
forms of this protease from S. cerevisiae
appear to play a direct role in dismantling
the proteins embedded in the mitochondr-
ial membrane (Korbel et al., 2004). In aged
mice, it was found that as levels of a
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mitochondrial protease (Lon protease)
decreased with age, levels of oxidatively
modified proteins, specifically aconitase,
increased with age (Bota et al., 2002).

Membrane lipids are also major targets
of cellular damage induced by oxygen radi-
cals. In the mitochondria, this problem is
particularly acute because of the close
proximity of mitochondrial membranes to
the sites of ROS production. Although the
mechanism of superoxide-induced lipid
peroxidation is not fully understood, it is
proposed to occur via the reaction of super-
oxide with nitric oxide, producing the
potent oxidant peroxynitrite (Rubbo et al.,,
1994). Nitric oxide can freely diffuse across
membranes and is produced in a variety of
mammalian cells, including endothelium,
neuronal cells, smooth muscle cells,
macrophages, platelets, and fibroblasts.

Polyunsaturated fatty acids of mem-
brane lipids are susceptible to per-
oxidation by ROS (Esterbauer et al,
1991). The lipid peroxides (lipid-OOH)
formed can decompose in the presence of
transition metals such as iron to give
alkoxy (lipid-O) radicals. These lipid
radicals may alter membrane fluidity
and subsequently affect the activity of
membrane-bound proteins and mem-
brane permeability, ultimately leading to
cell degeneration (Gutteridge et al., 1979;
Halliwell & Gutteridge, 1984). Studies
have shown that lipid peroxidation levels
are increased in patients with neurode-
generative diseases such as Alzheimer’s
disease, where lipoprotein oxidation is
increased in the cerebrospinal fluid of
patients compared to age-matched con-
trols (Sayre et al., 1997). Lipid peroxida-
tion also results in the fragmentation of
polyunsaturated fatty acids, giving rise to
aldehydes, alkenals, and hydroxyalkenals
such as malonaldehyde and 4-hydrox-
ynonenal (HNE) (Esterbauer et al., 1991),
which have been implicated in the dam-
age of protein and DNA.

The HNE lipid peroxidation product is
particularly reactive, with levels increased
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in hypertrophic and ischemic/reperfusion
damaged hearts (Eaton et al., 1999). Recent
evidence indicates that the formation of
HNE-protein adducts is a key event in
many free-radical-related effects in the
heart and other tissues (Poli & Schaur,
2000), and that aging increases the suscep-
tibility to these modifications (Lucas &
Szweda, 1998). The mitochondrial proteins
pyruvate dehydrogenase E2 subunit and
NADP+-isocitrate dehydrogenase appear
particularly sensitive to HNE attack and
inactivation (Benderdour et al, 2003;
Millar & Leaver, 2000). Interestingly, sev-
eral recent reports suggest that the super-
oxide-generated lipid peroxidation product
HNE has a direct signaling role in reduc-
ing further superoxide production by
activating the mitochondrial uncoupling
protein UCP2 and ANT (Brand et al,
2004). It has been proposed that the regula-
tion of respiratory chain activity by super-
oxide and lipid peroxidation could be
important in cells exposed to a fluctuating
mixture of glucose and fatty acids and may
coordinate the response to a variable nutri-
ent supply (Brand et al., 2004).

According to the mitochondrial theory
of aging, the accumulation of damage
to mitochondrial components, includ-
ing mtDNA, protein, and lipid, should
affect mitochondrial function. However,
to date, convincing evidence for an age-
related decline in mitochondrial function
or bioenergetic capacity has been lack-
ing, primarily due to the lack of applica-
tion of appropriate tools for measuring
mitochondrial function with age coupled
with an expertise in biogerontology.

III. Mitochondrial Dysfunction
and Aging
A. Mitochondria Function and Longevity
Several studies suggest that mitochondrial
structure and function decline with age

in human and animal tissue samples
(Bowling et al., 1993; Gabbita et al., 1997;
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Ojaimi et al., 1999; Sugiyama et al., 1993;
Takasawa et al., 1993), cultured human
fibroblasts (Greco et al., 2003), and in
human skeletal muscle in vivo (Wilson
et al., 2004). In contrast, other studies have
found no decrease in mitochondrial func-
tion with age (Barrientos et al, 1996;
Sharman & Bondy, 2001; Takai et al., 1995;
Zucchini et al., 1995). Frequently, studies
that do describe an age-related effect find
that the mitochondrial complexes affected,
and the degree of change in activity, are
tissue-specific. Generally, it appears that
complex I of the ETC is most likely to
decrease with age, and post-mitotic tissues
such as heart and brain are more likely to
be affected than mitotic tissues such as
liver (Bowling et al., 1993; Sugiyama et al,,
1993; Takasawa et al., 1993).

Additional evidence of mitochondrial
dysfunction accompanying aging of post-
mitotic cells is the appearance of enlarged
mitochondria, showing partial loss of
cristae, swelling, and mtDNA damage
(Beregi et al., 1988; Coleman et al., 1987;
Terman et al., 2004). These bioenergeti-
cally impaired and enlarged organelles
have been termed giant mitochondria
and appear to coexist with their smaller
counterparts in a heterogeneous pool.
Autophagocytosis has been determined to
be important to the development of this
mixed population of mitochondria
(Terman et al., 2003). By studying cul-
tured cardiomyocytes, with and without
an inhibitor of autophagy, it was con-
cluded that the appearance of giant mito-
chondria with age was due to selective
recycling. Smaller mitochondria displayed
a faster turnover, accumulating more rap-
idly but also returning to pretreatment
levels once the inhibitor was removed. In
contrast, the accumulation of giant mito-
chondria was less rapid but irreversible,
indicating evasion of autophagy could
play a critical role in the mitochondrial
population of an aging cell.

In cell culture experiments, several
attributes of mitochondrial function
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were found to decline with age in fibrob-
lasts from 53 human donors ranging in
age from 1 to 103 years old (Greco et al,
2003). Specifically, mitochondrial protein
synthesis rates, control of complex I over
respiration rates, control of mitochon-
drial membrane potential over respiration
rates, coupling efficiency of ATP synthe-
sis to oxygen consumption (P:O ratio),
and the control of ADP over respiration
rates (RCR) were found to decrease
significantly with age. In addition, the
authors observed a trend toward a
decrease in mtDNA content and toward a
decrease in respiration rates with age.
Unfortunately, when cell cultures are
usedeven low-passage cultures such as
in this studyit-is difficult to rule out an
effect of donor age on the adaptation of
the fibroblasts to culture that might con-
tribute to the effects measured.

Similarly, studies of isolated mitochon-
dria prepared from tissue biopsies are
complicated by the potential that mito-
chondria from older individuals might be
more fragile or otherwise differently
affected by preparation methods, thereby
affecting the experimental outcome.
Therefore, in vivo studies are especially
relevant to understanding whether mito-
chondrial function truly changes with
age. Recently, a 40 percent decrease in
oxidative phosphorylation capacity of
skeletal muscle was reported between
young (18- to 39-year-old) and older (61- to
84-year-old) individuals measured in vivo
(Petersen et al., 2003). Unlike Greco et al,
these authors propose that the age-related
decline they observed is due to a loss of
mitochondrial number or function rather
than a decrease in coupling. There is a
great need for more in vivo studies of this
type to better understand the dynamics of
mitochondrial function with age.

One approach that may help answer
whether it is the coupling of mitochondrial
bioenergetic functions or the activities of
rate-limiting mitochondrial enzymes that
are declining with age may be use of
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Metabolic Control Analysis (MCA). MCA
can be applied to determine the capacity
of the mitochondrion to regulate metabo-
lism via different enzyme components in
the key pathways. This approach consid-
ers that at any one time, a pathway shares
the control of the pathway’s flux or “flow-
through” among the components of that
pathway. Using inhibitors of each individ-
ual step of the pathway, the relative con-
trol of each step over the entire pathway
(the flux control coefficient for that step) is
experimentally determined. These empiri-
cal measurements can form the basis of
mathematical models, allowing one to
predict the response of the pathway to a
perturbation. MCA reveals the degree of
plasticity a particular pathway has at any
one time but does not tell us definitively
what is happening in vivo. And to the
extent that measurements are made on
isolated enzymes or mitochondria, MCA
is subject to the same concerns discussed
above regarding the preparation of intact
mitochondria from aged tissues. Likewise,
it does not tell us what occurs in the long
term, but instead gives a window into one
time point in the dynamic process of
aging.

MCA has been increasingly used to
describe mitochondrial function in a vari-
ety of biological contexts. MCA has
described the suprastructure of the ETC
(Bianchi et al., 2004), demonstrating that
complexes I and III are associated with
each other. This work led the field into
new paradigms, where ETC complexes in
selective “supercomplexes” act as single
enzymes with respect to Coenzyme Q.
Whether the supercomplexes are always
in association or selectively associate at
different stages of cell development
remains to be determined. MCA has
also been applied to describing the rela-
tionship between the TCA cycle, oxida-
tive phosphorylation, and mitochondrial
Ca2* dynamics in heart mitochondria
(Cortassa et al.,, 2003) and between ATP
production, heme biosynthesis, and phos-
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pholipid synthesis (Vo et al, 2004) in
human cardiac mitochondria. In the
latter case, computation of a subset of
the optimal flux distributions for each of
the pathways examined showed high cor-
relations, indicating that the in silico
modeling results were more likely to be of
physiological significance (Vo et al., 2004).
MCA has been applied to aging in rat liver
mitochondria, where it revealed an age-
related decrease in respiration and the
control of respiration under conditions of
maximum respiration (Darnold et al,
1990). These studies reveal the power of
metabolic control analysis in exploring
the daunting complexity of mitochondrial
biochemistry and bioenergetics as they
relate to disease and aging.

Although control coefficients have
long been used to describe the weight of
one enzyme in a pathway on the flux of
that pathway, thresholds and their
associated hypotheses are relatively
new. The threshold of an ETC complex
describes the amount of its contribution
that may be inhibited before the total
electron flux is affected. This concept
has been applied to understanding the
mutational load required for biochemi-
cal defects in mitochondrial diseases
(Davey & Clark, 1996; Mazat et al.,
2001; Rossignol et al., 1999). The flux
through the ETC is relevant to the
aging process because it is related to the
rate of production of ROS. Small reduc-
tions in metabolic flux through the
ETC occur at the cost of increased
upstream substrate levels (Mazat et al.,
2001). This increased concentration of
reduced upstream substrates allows a
larger generation of ROS. This idea is
supported by the observation that mice
with a greater proton leak live longer
(Speakman et al., 2004). The impaired
mitochondrial ETC activities reported
in the work discussed above may result
in increased ROS production, which
would be expected to damage mito-
chondrial components, and may even
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damage the nuclear DNA, as discussed
below.

B. Mitochondrial Dysfunction and
Genetic Instability in Aging

It has been speculated that the mitochon-
drial genome can sustain more DNA
damage than the nuclear genome without
critical loss of function because there are
thousands of mitochondrial genomes per
cell (Lieber & Karanjawala, 2004) and
because wobble in the genetic code of the
mtDNA allows for more mutation in pro-
tein coding regions without concomitant
changes in amino acid sequence. Recently
it has been shown that mice deficient in
Rnasehl, a critical factor for mitochondr-
ial DNA replication, show an embryonic
lethal phenotype at days 8.5 to 10.5
of embryonic development (E8.5-E10.5),
highlighting the essential role of mito-
chondrial DNA during development
(Cerritelli et al., 2003). The Rnasehl null
embryos have only 1 percent of the nor-
mal levels of mitochondrial DNA by E8.5
and undetectable levels of cytochrome
oxidase (COX-1) activity, indicating a
severe mitochondrial dysfunction. This
mitochondrial dysfunction leads to mas-
sive apoptosis at day 9.5 of embryonic
development. Of note, mice deficient in
mitochondrial transcription factor A
(mtTFA—/—) show similar developmental
abnormalities and apoptosis in embryos
and in the hearts of conditional knock-out
mtTFA—/— animals (Larsson et al., 1998).

Initial evidence that mitochondrial dys-
function can lead to nuclear damage comes
from studies in which Paraquat, a super-
oxide generator and mitochondrial
toxin, induced chromosomal instability
in Chinese hamster fibroblasts (Nicotera
et al., 1985). Additional recent studies have
shown that primary mouse zygotes treated
with the protonophore FCCP undergo
mitochondrial membrane depolarization,
increased ROS production, reduced viabil-
ity, and induced chromosomal transloca-
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tions and end-to-end fusions (Liu et al,
2002b). The onset of genomic instability in
the FCCP-treated mouse zygotes was ame-
liorated by the antioxidant NAC, a thiol-
reducing antioxidant, verifying that the
induced ROS are responsible for
this insult. The relationship between mito-
chondrial dysfunction and nuclear DNA
damage was strengthened by a recent study
showing that primary sod2~/~ mouse
embryonic fibroblasts display increased
levels of superoxide, leading directly or
indirectly to nuclear gene destabilization,
including very high levels of non-recipro-
cal translocations as well as chromosomal
breaks and fragments and end-to-end
fusions (Samper et al, 2003). This high-
lights the importance of mitochondrial
function in the absence of chemical
inhibitors for the maintenance of genomic
integrity. Therefore, there is increasing evi-
dence that mitochondrial dysfunction and
ROS production can lead to nuclear
genomic instability in a variety of cases,
thereby establishing a novel link between
mitochondria and genomic stability in can-
cer and aging.

Evidence for the relationship between
genomic instability and aging is increasing
steadily. To date, all “premature aging”
syndromes in humans, including Down
syndrome (Maluf & Erdtmann, 2001; Scarfi
et al., 1990; Shubber et al., 1991), dysker-
atosis congenita (Marciniak et al, 2000;
Vulliamy et al, 2001), HS progeria
(De Sandre-Giovannoli et al, 2003;
Eriksson et al., 2003), Werner syndrome
(Epstein, 1985), and ataxia telangiectasia
(Barlow et al., 1996) show increased levels
of genomic instability or have defects in
nuclear architecture. These “premature
aging” syndromes recapitulate several,
though not all, aspects of normal aging (for
an excellent discussion of the merits and
drawbacks of “accelerated aging” models
and paradigms, see Hasty et al., 2003;
Hasty and Vijg, 2004a,b; Miller, 2004a,b).
The  premature  aging  phenotypes
associated with these diseases can be
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recapitulated in mice deficient for DNA
repair, such as mice deficient in ATM
(Wong et al., 2003), Ku86—/— (Vogel et al,
1999), WRN—/— (Chang et al, 2004),
telomerase (Herrera et al., 1999; Rudolph
et al., 1999; Samper et al., 2001), and XPD
(de Boer et al., 2002), among others. In the
case of mice deficient for telomerase,
ATM, and WRN, a “premature aging” phe-
notype is displayed when the substantial
telomere reserve of laboratory Mus muscu-
lus is eroded by progressive generations in
the absence of telomerase. In addition to
deficiency in DNA repair or transcription,
defects in DNA segregation can lead to
profound premature aging. The hypomor-
phic mutation of BubR1, a spindle assem-
bly checkpoint protein, again shows
progressive levels of aneuploidy with age
and a whole array of “premature aging”
phenotypes in vivo (Baker et al., 2004).

C. Mitochondrial Dysfunction and DNA
Instability in Cancer

Cancer is predominantly a disease of old
age, as its incidence increases exponen-
tially with age. It was recognized by
Warburg more than 50 years ago that the
metabolism of cancer cells appears to shift
toward glycolysis instead of oxidative
phosphorylation for ATP production, indi-
cating that there may be a connection
between mitochondrial function and can-
cer (Warburg, 1956). One of the most
accepted hallmarks of cancer cells is
aneuploidy, an imbalance in DNA copy
number of either whole or partial chromo-
somes (Lengauer et al., 1998). This DNA
imbalance can arise via many different
paths, from defects in DNA repair, DNA
segregation, cell cycle proteins, increased
mitogenic signaling, and possibly mito-
chondrial  dysfunction.  Conceptually,
mitochondrial dysfunction can precipitate
the onset of nuclear genomic instability by
a variety of mechanisms. For example,
mitochondrial dysfunction can lead to the
increased production of ROS, direct oxida-
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tion/ breakage of DNA, increased mito-
genic signaling, reduction in DNA repair,
or increased oxidation of zinc finger-
containing proteins such as Sp-1 or P53
(Hainaut & Mann, 2001; Hussain et al,
2003; Vafa et al, 2002; Woo & Poon,
2004). At a more molecular level, it has
been shown that increased ROS drive
the Ras mitogenic signaling cascades
and result in chromosomal aneuploidy
(Arnold et al., 2001; Irani et al., 1997; Lee
et al., 1999; Woo & Poon, 2004).

When investigators began searching for
mechanistic links between mitochondrial
dysfunction and colorectal carcinogene-
sis, they discovered that up to 70 percent
of human colorectal tumors show muta-
tions in the mitochondrial DNA (Polyak
et al., 1998). Further support for a role of
mitochondrial dysfunction in cancer
comes from a variety of studies that have
shown that mutations in the nuclear
genes SDHB, SDHC, and SDHD, which
encode subunits of the mitochondrial
complex II (Succinate dehydrogenase),
predispose patients to paragangliomas
(head and neck tumors of the parasympa-
thetic ganglia) and pheochromocytoma
(cathecholamine-producing tumors of the
adrenal ganglia)(Astuti et al., 2001; Baysal
et al., 2000; Gimm et al., 2000; Niemann
& Muller, 2000). Additional evidence
that mitochondrial function is important
in transformation comes from studies
that show that mutations in fumarate
hydratase, an enzyme of the TCA cycle,
are associated with human neoplasias
(Lehtonen et al., 2004; Tomlinson et al.,
2002). The fumarate hydratase gene is
a tumor-suppressor protein that, when
mutated, predisposes patients to uterine
fibroids and leiomyomata (benign smooth
muscle tumors) together with an asso-
ciated predisposition to type II renal
cell carcinoma. In the case of germline
mutations of fumarate hydratase, patients
usually survive a few months, with a
maximal life span of approximately
30 years (Tomlinson et al., 2002).
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Additional evidence comes from studies
of the Superoxide dismutase 2 (sod2) gene,
the main defense against ROS in the
mitochondria. The sod2 gene is thought
to be a novel tumor suppressor (Kinnula
& Crapo, 2004). Certain polymorphisms
in the sod2 gene have been found to corre-
late with higher incidence of breast cancer
(Mitrunen et al., 2001). Importantly, the
sod2 locus at 6g25 in human cells is fre-
quently deleted in a number of lym-
phomas and other tumors. The exact role
of SOD2 as a tumor suppressor is still
being elucidated. Two possibilities are
that increased steady-state levels of super-
oxide may lead to increased mutagene-
sis of tumor suppressor genes, increased
proliferation, or decreased DNA repair.
Alternatively, sod2 mutations may induce
tumorigenesis by inactivating mitochon-
drial complex II (SDH) (see above).

Direct support for the role of SOD2 as a
novel tumor suppressor comes from recent
studies of the laboratory of Dr. Arlan
Richardson that have indicated that mice
hemizygous for sod2 have a 61 percent
incidence of lymphoma at 24 to 28
months of age versus an incidence of
22 percent in the wild-type mice (Van
Remmen et al, 2003). It is noteworthy
that the increased lymphomagenesis has
been attributed to an increase in the stages
of initiation and/or promotion rather than
to an increase in aggressiveness as meas-
ured by PCNA positivity and pathological
grade staging.

It was recently argued that mice hemizy-
gous for sod2 constitute a test of the free-
radical theory of aging (Van Remmen et al.,
2003). Because the mice exhibit increased
levels of oxidative damage due to the lack
of one copy of sod2, they were hypothe-
sized to have a shortened life span, but
they did not. This result is interesting,
especially in light of the increased cancer
incidence, but a great deal of caution
should be used when interpreting negative
results, particularly in the context of
genetic models. For example, it was estab-
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lished in the early 1990s that mutations in
the amyloid precursor protein (APP) could
cause a familial form of Alzheimer’s dis-
ease (AD). Consequently, many groups
undertook the construction of transgenic
mice that overexpressed the mutant form
of APP in the hopes of faithfully recapitu-
lating key features of the neuropathology
of AD. It was learned that choice of genetic
background was a critical feature for cre-
ation of a mouse model of AD. Early
mouse models of the transgenic over-
expression of mutant APP (in FVB/N mice)
did not recapitulate any aspects of the neu-
ropathology of AD but did cause an early
death (Hsiao et al., 1995). Some of these
authors went on to develop different
mouse models, experimenting with the
APP gene on different genetic back-
grounds, and in 1996 they published what
was hailed as the first broadly successful
animal model of AD (Hsiao et al., 1996).
The take-home message is that genetic
background, choice of promoter, tissue
specificity, and compensatory processes
within the animal as a result of expression
or lack of expression of a gene all can con-
found the interpretation of the result. With
respect to sod2, it is interesting to contrast
the lack of an effect on life span in the het-
erozygous mouse with the increase in life
span observed when sod?2 is overexpressed
in Drosophila (Sun et al., 2002). Perhaps
endogenous levels of superoxide-related
damage are limiting under laboratory con-
ditions for Drosophila but are not for mice
on a C57BL/6 genetic background under
the environmental conditions used in this
study (Van Remmen et al., 2003).

IV. Mitochondrial Dysfunction
and Age-Associated Disease

A. Mitochondrial Dysfunction in
Alzheimer’s and Parkinson’s Diseases

In addition to the potential association
between mitochondrial function and
cancer discussed above, age-related
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neurodegenerative disorders, including
Alzheimer’s and Parkinson’s diseases, as
well as the age-related metabolic disorder
type II diabetes, have long been associ-
ated with mitochondrial dysfunction
(Bonilla et al., 1999; Duara et al., 1986;
Maassen et al., 2004; Metter et al., 1990;
Ristow, 2004; Sims et al., 1980). Evidence
of damage to mitochondria, as well as
evidence of decreased mitochondrial
function, has been associated with each
of these age-associated diseases.
Respiratory chain dysfunction has been
transmitted to cybrid cells by introducing
mtDNA from cells of Alzheimer’s and
Parkinson’s patients (Khan et al, 2000;
Trimmer et al., 2004; Veech et al., 2000),
despite the fact that no obvious muta-
tions were detected in the mtDNA. It has
been argued that mtDNA from these
patients may contain multiple stochastic
mtDNA mutations, the levels of which
are too low to detect via standard
approaches. In other studies, numerous
known deleterious mtDNA mutations
were identified in brains of Alzheimer’s
patients (Coskun et al., 2004).
Histochemical evidence suggests that
mitochondrial function is impaired in the
brains of patients with Alzheimer’s dis-
ease (AD) (Hirai et al., 2001). Also, in the
early stages of Alzheimer’s disease, there
is reduced brain glucose utilization
(Chandrasekaran et al., 1996; Rapoport
et al., 1996), yet it is difficult to determine
the role of mitochondrial dysfunction in
Alzheimer’s disease. There is much evi-
dence of oxidative damage in AD brains;
however, chronic inflammation is associ-
ated with AD and can be a source of ROS,
and recent studies indicate that the amy-
loid plaques associated with the disease
are themselves a source of ROS (Bush
et al., 1999; McLellan et al., 2003). In addi-
tion, beta-amyloid, widely believed to be
to be a key factor in the disease, can
directly inhibit mitochondrial enzymes
(Casley et al, 2002). Hence, though
reduced mitochondrial function may be
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associated with the disease, it is not possi-
ble to assign cause and effect.

A role for mitochondrial function is
easier to support in Parkinson’s disease
(PD). As with AD, familial cases of PD
have been highly informative in identify-
ing candidate proteins and pathways that
may be involved in the more abundant
sporadic PD. Genetic studies have identi-
fied mutations in proteins associated with
the formation of Lewy bodies (alpha-synu-
clein), protein degradation (ubiquitin car-
boxy-terminal hydrolase-1 and parkin),
and in the cell’s oxidative stress response
(DJ-1) (Bonifati et al., 2003; Kitada et al,
1998; Leroy et al., 1998; Singleton et al.,
2003). A series of common themes are
emerging from these studies that impli-
cate the mitochondrion as the central
player in PD. Overexpression of alpha-
synuclein and inactivation of parkin both
result in mitochondrial dysfunction (Beal,
2004; Palacino et al., 2004). Inhibition of
mitochondrial complex I leads to the
increased production and aggregation of
alpha synuclein and impairs the ubiqui-
tin-proteosome system (Shamoto-Nagai
et al, 2003; Sherer et al, 2002). The
normal form of DJ-1 protects against
oxidative stress, whereas the mutant form
associated with familial PD does not. The
recent discovery of mutations in PINK-1,
a putative mitochondrial protein kinase,
which directly cause PD adds even more
weight to the hypothesis that mitochon-
dria play a pivotal role in the development
of PD (Valente et al., 2004).

Parkinson’s disease is associated with a
profound and selective loss of dopaminer-
gic neurons in the nigrostriatal pathway
of the brain (Graybiel et al.,, 1990). Post-
mortem studies have consistently impli-
cated oxidative damage in PD pathogene-
sis (Jenner, 2003). Dopamine metabolism
and/or mitochondrial dysfunction are the
leading candidates for the source of dam-
aging radicals (Beal, 2003; Fiskum et al,,
2003). One of the earliest observations
linking mitochondrial dysfunction to the
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development of Parkinson’s disease came
from the accidental exposure of a group of
intravenous drug users to the compound
1-methyl-4-phenyl-1,2,5,6-tetrahydropyri-
dine (MPTP) (Langston et al, 1983).
Exposure to the complex I inhibitor
MPTP resulted in an acute and per-
manent form of Parkinson’s disease.
Epidemiological studies also suggest that
environmental agents, including pesti-
cides, might be important factors in PD
pathogenesis (Di Monte et al., 2002).
When administered to rats, the pesti-
cide rotenone (a mitochondrial complex I
inhibitor) caused a Parkinson’s-like
pathology (Betarbet et al., 2000).

B. Age-Related Mitochondrial
Dysfunction and Type II Diabetes

Type II diabetes is now well established as
a polygenic disease linked to numerous
polymorphisms, none of which individu-
ally appears capable of causing the disease
(Gloyn, 2003). The primary cause of type II
diabetes is unknown; whether the develop-
ment of insulin resistance or failure of pan-
creatic B-cells to produce insulin is the pri-
mary cause is an area of intense debate (for
reviews see Ashcroft & Rorsman, 2004;
Saltiel & Kahn, 2001). Mitochondrial dys-
function has long been known to cause
diabetes, as pathogenic mtDNA muta-
tions are associated with mitochondrial
encephalopathy lactic acidosis and stroke-
like episodes (MELAS) and Kearne Sayre
Syndrome, causing diabetes as part of these
multisystem disorders (Maassen et al,
2004). Although the mtDNA 3,243 bp
tRNA leucine mutation causes the severe
MELAS syndrome when found at high lev-
els, at low levels the mutation can cause
diabetes with no other tissue involvement
(Guillausseau et al., 2001; Maassen, 2002;
Suzuki, 2004). A recent report examining
levels of the mtDNA 3243 tRNA leucine
mutation in a diabetic patient showed that
levels of the mutation did not rise above
30 percent in the pancreatic islets and indi-
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vidual B-cells, while much higher levels
(>60 percent) were found in muscle and
brain with no obvious pathology (Lynn
et al., 2003). This suggests that B-cells may
be especially sensitive to mitochondrial
dysfunction.

There is a growing body of evidence
implicating mitochondrial dysfunction as
a key risk factor in the development of
both insulin resistance and B-cell failure
in type II diabetes. Two recent gene-
expression studies on muscle from type I
diabetics showed a coordinate reduction
of genes involved in oxidative phosphory-
lation (Mootha et al.,, 2003; Patti et al,
2003). This is consistent with an earlier
finding that decreased whole-body aerobic
capacity is decreased in type II diabetics
and their first-degree relatives (Nyholm
et al., 1996; Schneider et al., 1984).

One of the characteristics of human type
IT diabetes is the link between obesity and
the development of the disease. The accu-
mulation of triglycerides in the muscle of
diabetics has led to the proposition that
reduced glucose uptake, in conjunction
with increased fatty acid oxidation, results
in increased mitochondrial ROS produc-
tion. This is supported by a recent report
that showed that heart and skeletal muscle
mitochondria, although producing very lit-
tle superoxide or hydrogen peroxide when
respiring on complex I or II substrates, pro-
duced large amounts of superoxide from
complex I when respiring on the fatty acid
palmityl carnitine (St-Pierre et al., 2002).
In addition, fatty acids are particularly
prone to oxidative damage, forming cyto-
toxic lipid peroxides that can further dam-
age DNA and proteins as discussed above.
One study suggests that increasing the
load of fatty acids on the mitochondrial
membrane will lead to the entrance of neu-
tral fatty acids into the mitochondrial
matrix where they are prone to oxidation
(Ho et al, 2002). Consistent with this
idea is the finding that skeletal muscle of
obese insulin-resistant subjects contained
a higher amount of intramyocellular lipids,
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and, more importantly, these lipids showed
a higher degree of peroxidation (Russell
et al., 2003). In the short term, increased
levels of mitochondrial radicals produced
as a result of increased fatty acid oxidation
could affect the control of insulin signaling
pathways, resulting in insulin resistance.
In the long term, a buildup of reactive oxi-
dized mitochondrial lipids would damage
mitochondrial proteins and impair mito-
chondrial function.

V. Conclusions

In conclusion, it is clear that mito-
chondrial components, including the
mitochondrial genome, as well as the
membranes and proteins central to mito-
chondrial function accumulate damage
with age. However, whether this damage
is responsible for some aspects of aging
or is merely associated with aging and
age-related disease remains an open
question. Evidence continues to accu-
mulate demonstrating that interfer-
ing with mitochondrial function and
mitochondrial production of reactive
oxygen species can influence life span
(Lee et al., 2003; Melov et al., 2000; Sun
et al, 2002). Despite the continued
debate as to which aspects of mitochon-
drial biology are important to aging and
age-related disease, it is clear that mito-
chondria play a critical role in aging.
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p53 and Mouse Aging Models
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Lawrence A. Donehower

I. Introduction to p53

Since the original identification of p53 in
1979 (Lane & Crawford, 1979; Linzer &
Levine, 1979), much attention has been
focused on this important protein and its
links to cancer. A decade after its discov-
ery, it was found to be a prototypical
tumor suppressor protein (Levine et al,
2004). At least half of all human cancers
exhibit mutations in the p53 gene, and it
has been estimated that 80 percent of
human cancers have a functional defect in
p53 signaling (Levine, 1997; Lozano &
Elledge, 2000). Mice deficient in p53 are
profoundly susceptible to early tumors
(Donehower et al., 1992). Although the
role of p53 in suppressing tumorigenesis is
now well established, recent mouse model
and human studies suggest a link between
p53 and organismal aging (Donchower,
2002; Maier et al., 2004; Tyner et al., 2002;
Van Heemst et al., 2005). This chapter will
discuss various mouse models of aging,
with a particular emphasis on the poten-
tial role of p53 in regulating cellular senes-
cence and organismal aging.

A primary function of p53 is to pro-
tect the normal dividing cell from
stress-induced damage. In an unstressed
cell, p53 exists at low basal levels in the
cytoplasm; it is activated by a number
of cellular insults, including DNA dam-
age, hypoxia, and aberrant growth sig-
naling (Giaccia & Kastan, 1998; Levine,
1997; Ljungman, 2000; Vousden, 2002).
Activation results in a stabilization of
protein levels and the translocation of
p53 to the nucleus, where it functions
as a transcription factor to regulate tar-
get genes via a conserved p53 consensus
sequence (Ashcroft & Vousden, 1999).
The cellular outcome of p53 activation
depends on many variables, but gener-
ally results in the onset of either cell
cycle arrest or apoptosis (Oren, 2003;
Vousden & Lu, 2002) (see Figure 6.1).

Post-translational modifications play an
important role in activating p53 (Bode &
Dong, 2004). There are many sites of phos-
phorylation and acetylation on p53
(Appella & Anderson, 2001; Bode & Dong,
2004; Brooks & Gu, 2003; Xu, 2003). Many
of these phosphorylations can occur
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Figure 6.1 Activation of p53 signaling suppresses
cancer and may influence organismal aging.
Activation of p53 upon cellular stress results in
translocation to the nucleus and transcription of
target genes that affect anti-proliferative outcomes.
These can include apoptosis or cell cycle arrest. In
some cases, cell cycle arrest induced by p53 can be
permanent in nature and lead to cellular senes-
cence. The activity of p53 is regulated by a number
of proteins, including those implicated in aging and
longevity, such as SIRT1, which deacetylates p53.
Activated p53 can transcriptionally regulate aging-
associated genes such as SIRT1 and p66Shc, The
ability of p53 to induce cell cycle arrest, senes-
cence, and apoptosis in response to stress is critical
for its role in suppressing cancer. Thus, as a tumor
suppressor, p53 is a central longevity-assurance
gene. An important remaining question is whether
these anti-proliferative functions of p53 can also
affect the organismal aging process.
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rapidly following DNA damage. For exam-
ple, the DNA damage-induced ataxia-
telangiectasia and Rad3-related (ATR)
and ataxia-telangiectasia mutated (ATM)
kinases directly phosphorylate p53 at ser-
ine 15 and indirectly phosphorylate p53
at serine 20 through activation of the
intermediary kinase Chkl (Appella &
Anderson, 2001). Phosphorylation of p53
at some sites has been correlated to
increases in transcriptional activity of
p53, but the exact importance of all phos-
phorylation sites remains undetermined
(Dohoney et al., 2004). Some phosphoryla-
tion sites have been shown to affect the
binding of p53 to Mdm?2, a negative regu-
lator of p53 that facilitates its degradation
(Fuchs et al, 1998; Moll & Petrenko,
2003). Post-translational phosphorylation
increases the stability of p53, which
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can enhance the activity of p53. p53 is also
acetylated on several lysines in the car-
boxy-terminus of the protein (Appella &
Anderson, 2001). Acetylation has been
linked to transcriptional activation of the
protein, and histone deacetylase activity
has been shown to play a role in downreg-
ulation of p53 activity (Gu et al., 2004;
Juan et al, 2000). Interestingly, one
deacetylase that acts on p53 is the SIRT1
deacetylase (Vaziri et al., 2001). SIRT1 has
been shown to antagonize p53-mediated
cellular senescence (Langley et al., 2002)
and may regulate metabolic pathways that
play an important role in the aging process
(Blander & Guarente, 2004; Hekimi &
Guarente, 2003; Langley et al., 2002).

The two major biological conse-
quences of p53 activation are cell cycle
arrest and apoptosis. p53 induces cell
cycle arrest by transactivation of one of
its most well-characterized target genes,
p21CIPL (el-Deiry et al., 1993). p21€P1 s a
cyclin-dependent kinase inhibitor whose
activation results in G1 arrest (Harper
et al., 1993). The induction of cell cycle
arrest by p53 following DNA damage or
stress allows the cell sufficient time to
repair the damage through DNA repair
pathways (which p53 also promotes)
prior to re-entry into the cell cycle. This
prevents the propagation of damaged
DNA templates to daughter cells and
thus precludes the fixation of mutations
or abnormal chromosome complements
(Lane, 1992).

In some contexts, such as excessive or
irreparable DNA damage, it may be advan-
tageous to kill the damaged cell rather
than arrest it. In this scenario, p53 may
induce apoptosis via transcriptional regula-
tion of numerous pro- and anti-apoptotic
genes (Fridman & Lowe, 2003). p53 can
also influence apoptosis in a non-transcrip-
tional manner by translocation to the
mitochondria, where it induces caspase
3 activation (Erster et al, 2004). Thus,
apoptosis prevents the survival of damaged
cells that might ultimately turn cancerous.
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The induction of cell cycle arrest by
p53 can be transient, allowing time for
DNA damage to be repaired, but some-
times p53-mediated arrest is terminal
and the cell never re-enters the cell cycle
(Itahana et al., 2001; Serrano et al., 1997).
This terminal cell cycle arrest mediated
by p53 appears to be similar to cellular
replicative senescence. The association
of p53 with cellular senescence was
among the first clues that p53 could
potentially play a role in aging. A more
detailed description of regulation of cel-
lular senescence by p53 is described in
the next section. In much of this chapter,
a major emphasis will be on the exami-
nation of the role of p53 in organismal
aging through the use of genetically engi-
neered mouse models.

II. p53 and Cellular Senescence

The ability of p53 to induce transient cell
cycle arrest, apoptosis, and/or senescence
in response to cellular stress is crucial for
the prevention of tumorigenesis (Itahana
et al., 2001). In contrast to transient cell
cycle arrest and apoptosis, which allow
for the repair and removal of damaged
cells from tissues, respectively, senes-
cence does not remove cells. Thus, cells
may be permanently retained that are
dysfunctional, or potentially neoplastic
(Campisi, 2003a). There is mounting evi-
dence that senescent cells accumulate in
mammalian tissues with age (Campisi,
2003a; Choi et al, 2000; Dimri et al,
1995; Krishnamurthy et al., 2004; Melk
et al., 2003; Paradis et al., 2001; Vasile
et al., 2001). This evidence is based largely
on increased levels of markers believed to
be specific for senescent cells, such as
beta-galactosidase staining at pH 6.0 and
increased levels of pl6INK4a If these
markers are reliable indicators of senes-
cent cells, it will be important to estab-
lish that accumulation of senescent cells
contributes substantially to organismal
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aging phenotypes (Bird et al, 2003). It
has been hypothesized that senescent
cells in vivo contribute to aging by
actively disrupting the integrity, func-
tion, and/or homeostasis of the organs
in which they accumulate (Campisi,
2003a).

Cellular senescence was first identified
over four decades ago, when Hayflick
described replicative senescence in
human fibroblasts as the irreversible loss
of the proliferative capacity of cells with
the maintenance of metabolic functions
sufficient for cell survival (Hayflick,
1965). Since then, many types of cells
from a variety of species have been shown
to undergo cellular senescence (Campisi,
2001). Cellular senescence is defined by
an irreversible arrest of cell division.
Senescent cells permanently arrest in
G, and do not enter S phase in response
to mitogenic signals (Goldstein, 1990).
Despite this permanent arrest, senescent
cells remain metabolically active, and
some cell types (e.g., human fibroblasts
and T lymphocytes] become resistant
to the induction of apoptosis (Seluanov
et al., 2001). In addition to irreversible
arrest, senescent cells also exhibit an
enlarged, flattened morphology, increased
lysosomal and mitochondrial size, and
expression of a B-galactosidase, which can
be used as a marker of senescence (senes-
cence associated B-galactosidase staining)
when cells are stained at pH 6.0 (Bird
et al., 2003; Dimri et al., 1995). Senescent
fibroblasts also exhibit a secretory matrix
degrading phenotype, but this appears to
be cell-type specific (Krtolica et al., 2001).

Cellular senescence is initiated in
response to a variety of cellular stressors,
including shortened telomeres, DNA
damage, abnormal mitogenic signals, and
the disruption of chromatin (Campisi,
2003a). Telomere shortening in particular
has been shown to play an important role
in the induction of senescence in human
cells (Wright & Shay, 2002). Telomeres
are repetitive 10 to 20 kilobase (kb) DNA
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sequences at the end of chromosomes
that ensure chromosomal integrity by
preventing end-to-end fusions (Ben-
Porath & Weinberg, 2004; Smogorzewska
& de Lange, 2004). Human somatic cells
lack telomerase, the enzyme required to
maintain telomeric length, and lose 50 to
200 basepairs (bp) of telomere sequence
with each cell division (Campisi et al.,
2001; Klapper et al, 2001). Human
fibroblasts typically reach senescence
with an average telomere length of only
5 to 10 kb (Ben-Porath & Weinberg, 2004;
Harley et al, 1994). Evidence suggests
that the p53 kinase ATM, which is able
to transduce DNA damage signals, is also
capable of signaling telomere loss to p53.
In response to telomere loss, ATM acti-
vates p53 through phosphorylation, lead-
ing to the induction of senescence
(Herbig et al., 2004; Itahana et al., 2004).
The ectopic expression of telomerase in
presenescent human cells leads to an
immortal phenotype and demonstrates
that if telomere length is maintained,
cells can divide indefinitely and avoid
senescence (Bodnar et al., 1998; Vaziri &
Benchimol, 1998).

Despite the link between telomere
length and senescence in human cells, it
is clear that reduction in telomere length
is not responsible for the induction
of senescence in all cell types. Murine
embryonic fibroblasts (MEFs) undergo
senescence in culture while retaining
very long telomeres, typically greater
than 50 kb (Kipling et al., 1999). It has
also been shown that other cellular stres-
sors, such as DNA damage, mitogenic
signals, oxidative stress, the expression of
oncogenes (e.g., Ras), and the disruption
of chromatin, can all induce senescence
in a variety of species and cell types,
including human cells (Campisi, 20033;
Serrano et al., 1997; Sherr & DePinho,
2000; Zhu et al., 1998). A recent study
suggests that MEFs are particularly
susceptible to senescence induced by
oxidative stress (Parrinello et al., 2003).
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When cultured in standard conditions (20
percent atmospheric oxygen), MEFs begin
to senesce after 8 to 10 population dou-
blings. However, under physiological oxy-
gen levels (3 percent), MEFs did not enter
senescence as early as under 20 percent
oxygen conditions. This suggests that
oxidative stress-induced DNA damage
may play an important role in the induc-
tion of senescence in MEFs (Parrinello
et al., 2003; Sherr & DePinho, 2000).
Several tumor suppressor proteins such
as p53, retinoblastoma (Rb), promyelocytic
leukemia (PML), pl9ARF and pleNK4a
are implicated in the induction of senes-
cence through both telomere-dependent
and -independent mechanisms (Bringold &
Serrano, 2000; Ferbeyre, 2002; Ferbeyre
et al., 2002; Itahana et al, 2003). In this
chapter, particular emphasis will be placed
on the role of p53. A number of observa-
tions have linked p53 to cellular senes-
cence. For example, MEFs null for p53
bypass the induction of senescence and
rapidly immortalize, directly demonstrat-
ing that p53-mediated senescence can sup-
press immortalization (Harvey et al,
1993b). Induction of senescence in human
and rodent fibroblasts by the overex-
pression of Ras is p53-dependent, and cells
exposed to Ras in the absence of
p53 become transformed (Serrano et al.,
1997). Despite an extended life span,
human fibroblasts lacking p53 will even-
tually arrest in a state of high genomic
instability, known as cellular crisis
(Harley et al, 1994). Cells with active
p53 will arrest before cellular crisis is
reached, preventing the propagation of
genomic rearrangements and mutations.
The inactivation of p53, through lentiviral
suppression or microinjection of anti-p53
antibodies, is sufficient to extend the
replicative life span of human cells and
can release both human and murine cells
from a senescent growth arrest (Dirac &
Bernards, 2003; Gire & Wynford-Thomas,
1998). Moreover, human diploid fibrob-
lasts obtained from individuals with the
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familial cancer predisposition Li-Fraumeni
syndrome contain a defective p53 allele
and are prone to immortalization after
emerging from crisis (Bischoff et al., 1990).
These data indicate that the presence of
active p53 is required for the induction,
and in some cases the maintenance of,
senescence in several cell types.

Although p53 has been shown to play
an important role in the induction of
senescence, there are conflicting reports
about the status of p53 protein levels in
senescent cells. One report demonstrates
that p53 protein levels do not appear to
increase during senescence (Vaziri et al,
1997). However, both human and murine
cells that become senescent in response
to oxidative stress or the overexpression
of Ras show a transient spike in p53 pro-
tein levels, with p53 returning to pre-
senescent levels (Ferbeyre et al., 2002). It
is possible that p53 protein is transiently
induced during replicative senescence.
However, this change may be difficult to
detect, possibly because cells in culture
and tissue become senescent in an asyn-
chronous manner.

Despite the debate about p53 protein
levels, there 1is clearly a detectable
increase in p53 activity in senescent
cells. Both p53 DNA binding ability and
transcriptional activity increase during
senescence (Atadja et al., 1995). A p53
target gene, p21€P!1 a cyclin-dependent
kinase inhibitor, shows elevated levels at
both the transcriptional and protein level
in several types of senescent -cells
(Alcorta et al., 1996; Noda et al., 1994,
Tahara et al, 1995). This suggests that
p53 is able to induce senescence in part
through the induction of p21, a critical
mediator of the G; arrest typical of senes-
cent cells. p53-mediated induction of p21
expression prevents the phosphorylation
of Rb and halts progression through the
cell cycle, leading to a Gy arrest (Bringold
& Serrano, 2000). The elevation of p21
levels during senescence is transient,
although the interval of elevated p21
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expression is relatively long (Alcorta
et al., 1996). Senescent human fibroblasts
show a gradual decline in p21 several
weeks after becoming senescent, which is
concurrent with an increase in levels of
pl6INK4a 3 tumor suppressor protein that
can induce Gj arrest by preventing the
phosphorylation of Rb (Alcorta et al,
1996). Inactivation of p53 in senescent
human cells re-stimulated robust growth,
but only if pl6 levels were low
(Beausejour et al., 2003). This suggests
that p53 can initiate senescence through
the induction of p21 and that an increase
in pl6 may maintain the senescent
growth arrest (Beausejour et al., 2003).
Post-translational modifications of the
p53 protein are critical for its stabilization
and activation in response to cellular stres-
sors. Both the phosphorylation and acetyla-
tion of p53 appear to play an important
role in its ability to mediate the induction
of cellular senescence. Concurrent with an
increase in activity, p53 is phosphorylated
in senescent cells. However, the pattern of
modification is distinct from that seen in
response to DNA damage (Webley et al,
2000). In both senescent and damaged
cells, there is an increase in Serl5 phos-
phorylation. However, senescent cells
show an increase in Thr18 and Ser376 and
a decrease in Ser392 phosphorylation
(Webley et al., 2000). p53 is also acetylated
in senescent MEFs (Pearson et al., 2000).
A conserved yeast nicotinamide adenine
dinucleotide (NAD)-dependent histone
deacetylase, Sir2, has been shown to
modulate life span extension in yeast
and worms (Guarente, 2000; Sinclair,
2002). The human Sir2 homolog, SIRTI,
has been shown to negatively regulate
p53 through deacetylation (Langley et al.,
2002). SIRT1 null cells exhibit higher
levels of acetylated p53 that is more
active in apoptosis induction (Cheng
et al, 2003; McBurney et al, 2003).
Overexpression of SIRT1 in MEFs antago-
nizes PML-induced cellular senescence,
which is dependent on the activation of
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p53 (Langley et al, 2002). This suggests
that the deacetylation and inactivation of
p53 inhibit the induction of cellular senes-
cence. These specific modifications of p53
in senescent cells support a direct role of
p53 in the signaling pathway of senes-
cence.

Senescent fibroblasts have been shown
to secrete growth factors, cytokines,
extracellular matrix, and degradative
enzymes that can disrupt tissue structure
and function and can also promote neo-
plastic transformation (Krtolica et al.,
2001; Rinehart & Torti, 1997). These
secreted factors are responsible, at least in
part, for the ability of senescent human
fibroblasts to stimulate both premalignant
and malignant epithelial cells to prolifer-
ate in culture and in vivo (Krtolica et al,
2001). Interestingly, although senescent
fibroblasts  stimulated  preneoplastic
epithelial cells, they had had no effect on
normal epithelial cells when grown
together in culture (Krtolica et al., 2001).
When a combination of preneoplastic
epithelial cells and senescent fibroblasts
were injected into immunocompromised
mice, these mice developed epithe-
lial-based tumors. Thus, an increase in
senescent cells in an aged individual may
promote the development of cancer
through a combination of genetic changes
and changes in the microenvironment
caused by the secretion of soluble and
insoluble factors by the senescent cells.
Although this mechanism could con-
tribute to the increase in cancer inci-
dence seen in older individuals, it doesn’t
account for the fact that cancer death
rates actually decline in extreme old age
(Horiuchi et al., 2003; Smith, 1996).

III. Linkage of IGF-1, Sir2,
and p53 Signaling

Reduction in calorie intake increases
longevity in yeast, worms, flies, and mice
(Barger et al., 2003; Longo & Finch, 2003).
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Deficiencies in the insulin like growth
factor 1 (IGF-1)/insulin pathway in worms
and flies and growth hormone/IGF-1 sig-
naling in mice also extend life span,
although this is accompanied by reduced
body size (Longo & Finch, 2003). Calorie
restriction may extend longevity at least
in part through its effects in reducing the
activity of the IGF-1 signaling pathway,
although recent evidence suggests IGF-1-
independent mechanisms may also oper-
ate (Bartke et al, 2001). Another
longevity-extending molecule in yeast
and worms, Sir2, has been shown to inter-
act with the IGF-1 signaling pathway in
worms and human cells (Cohen et al,
2004; Hekimi & Guarente, 2003).
Moreover, the mammalian homologue of
Sir2, SIRT1, has been shown to be
induced in calorie-restricted rodents
(Cohen et al., 2004). SIRT1 appears to reg-
ulate the cellular response to stress by the
Foxo family of transcription factors,
including Foxo3a, which is a component
of the insulin/IGF-1 signaling pathway
(Cohen et al., 2004). SIRT1 also deacety-
lates and represses the activity of Foxo3a
(Motta et al., 2004). The discovery that
Sir2 deacetylates and reduces p53 activity
was the first linkage of p53 to well-estab-
lished longevity pathways (Luo et al,
2001; Vaziri et al., 2001). Recently, Finkel
and colleagues have demonstrated that
nutrient deprivation in vitro (somewhat
analogous to calorie restriction in vivo)
augments expression of SIRT1 in mam-
malian cells (Nemoto et al, 2004).
Nutrient removal also activates Foxo3a
expression and induces its relocalization
from the cytoplasm to the nucleus. SIRT1
upregulation by nutrient scarcity was
found to be dependent on Foxo3a levels,
indicating that Foxo3a transcriptionally
reglates SIRT1. Remarkably, SIRT1 tran-
scriptional upregulation was dependent
on the presence of two p53 response ele-
ments in the SIRT1 promoter, and that a
physical interaction between nuclear
Foxo3a and p53 occurs (Nemoto et al,
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2004). SIRT1 expression could not be
induced by overnight starvation in tissues
of p53 null mice, indicating that calorie-
restriction-dependent SIRT1 upregulation
is dependent on p53. These findings inte-
grate three key pathways implicated in
aging and nutrient sensing in a very
intriguing way (see Figure 6.2). Foxo3a
and p53 both upregulate SIRT1 in starved
cells, yet SIRT1 deacetylates and sup-
presses these two transcription factors in
what appears to be a negative feedback
regulatory loop. Figure 6.2 shows a model
for how calorie restriction could affect
aging and longevity through IGF-1,
Foxo3a, SIRT1, and p53 signaling. In con-
ditions of nutrient abundance, IGF-1 sig-
naling is enhanced and Foxo3a is localized
primarily in the cytoplasm. SIRT1 is con-
sequently expressed at low levels and is
not able to downregulate p53. Reduced
SIRT1 results in low expression of
SIRT1-regulated stress response genes and
higher activity of p53, ultimately result-
ing in higher levels of cellular senescence
and apoptosis that could contribute to
aging phenotypes. In contrast to this
nutrient abundance scenario, calorie
restriction produces reduced activity in
IGF-1 signaling and increased Foxo3a
nuclear localization. Nuclear Foxo3a and
p53 would combine to activate SIRT1
transcription. Enhanced SIRT1 expression
would result in an enhanced response
to reactive oxygen species (ROS) and
reduced p53 activity through deacetyla-
tion. Reduced cellular senescence and
apoptosis in somatic cells would likely
enhance longevity. It will be of great
interest to test the validity of this model
in mice through the appropriate assays,
crosses, and longevity studies.

IV. Mouse Models of Aging

Cell culture-based senescence models
have obvious limitations if the goal is to
understand the aging of whole multicel-
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lular organisms. The last decade has seen
a dramatic increase in research devoted to
understanding the mechanisms behind
organismal aging. Much of the recent
work on the genetics of longevity in
yeast, nematodes, and flies demonstrated
the importance of certain signaling path-
ways and genes in regulation of life span
(Fabrizio & Longo, 2003; Guarente &
Kenyon, 2000; Helfand & Rogina, 2003).
The nematode C. elegans and Drosphila
melanogaster possess many advantages
for aging studies, including very well-
understood biology and genetics, ease of
genetic manipulability, and relatively
short life spans. However, the use of
model organisms whose somatic cells are
all post-mitotic may provide limitations
in their applicability to mammalian sys-
tems. There is growing evidence that the
somatic stem cells in more long-lived
organisms with renewable tissue com-
partments play an important role in aging
(Campisi, 2003a; Donehower, 2002;
Pelicci, 2004; Sharpless & DePinho, 2004;
Van Zant & Liang, 2003). Currently, the
most widely used mammalian aging
model is the laboratory mouse (Mus mus-
culus). It has many of the advantages of
the nematode and fly systems, particu-
larly with respect to its well-understood
genetics and the availability of advanced
genetic manipulation tools. The close
evolutionary relationship of men and
mice gives mouse aging studies obvious
relevance to human aging. The life span
of 2 to 3 years for most inbred laboratory
strains is among the shortest of all
mammalian species, though it is hardly
an advantage when compared to the
life spans of worms (3 weeks) and flies
(3 months). Yet despite the exponential
increases in time, labor, and costs associ-
ated with mouse longevity studies, many
important insights into aging have
recently been provided. One exciting
outcome of the mouse studies was the
revelation that some of the longevity-
associated genes in the lower organisms
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Figure 6.2 Differential aging-associated effects of interacting IGF-1, SIRT1, and p53 signaling components
in conditions of nutrient abundance or scarcity. The model illustrates how nutrient conditions could affect
IGF-1 signaling and Foxo3a function to influence the aging process. In conditions of ample nutrients, IGF-1
signaling is enhanced and Foxo3a remains cytoplasmic, allowing p53 to transcriptionally repress SIRT1
expression. Reduced SIRT1 and active p53 could lead to aging phenotypes through a reduced stress
response and enhanced formation of senescent or apoptotic cells, respectively. Under conditions of nutri-
ent scarcity, reduced IGF-1 signaling results in nuclear Foxo3a translocation. Nuclear Foxo3a and p53 can
transcriptionally activate SIRT1. Augmented expression of SIRT1 represses p53 through deacetylation.
Increased SIRT1 enhances stress-response pathways and DNA repair, whereas reduced p53 activity could
result in fewer senescent or apoptotic cells, outcomes that could contribute to the delayed aging pheno-
types associated with calorie restriction.

were also important in determining or mammalian organisms (de Boer et al.,
longevity in  mammalian models 2002; Migliaccio et al., 1999; Tyner et al,,
(Guarente & Kenyon, 2000; Tatar et al., 2002; Vogel et al., 1999). Many of these
2003). However, equally important was altered mouse longevity models are
the discovery of new longevity-regulating deficient for genes that maintain genomic
genes that might be specific for vertebrate integrity. These will be described
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below. Given the established importance
of p53 in cellular senescence and the
maintenance of genomic stability, we
will place particular emphasis on mouse
models with altered p53 activity, which
is the focus of our own laboratory.
Organismal aging models can be subdi-
vided into two general categories: those
exhibiting extended longevity and those
exhibiting reduced longevity and acceler-
ated aging compared to their normal
counterparts. There has been some con-
troversy over whether accelerated aging
and reduced longevity models actually
reflect real alterations in the intrinsic
aging process, as opposed to pathological
defects unrelated to aging (Harrison,
1997, Miller, 2004a). The arguments pro
and con with respect to accelerated aging
models have been forcefully presented by
Hasty and Vijg (Hasty & Vijg, 2004a,b)
and Miller (Miller, 2004a,b). Given that
our laboratory has generated a mouse
model that exhibits aspects of accelerated
aging, it should be obvious where our
sympathies lie. Thus, accelerated aging
models will be discussed below because
we and many others believe they do pro-
vide important insights into the mecha-
nisms of aging (Donehower, 2002; Hasty
& Vijg, 2004a; Warner & Sierra, 2003).
Mouse aging models can also be cat-
egorized by how they were generated.
Such models can be produced by both
environmental and genetic interventions.
The major environmental intervention is
through calorie restriction, in which nutri-
ents are maintained at high levels but
total calories ingested are 30 to 50 percent
lower than ad Iib caloric intake. Calorie-
restricted mice often show remarkable
extensions of life span, up to 50 percent
beyond those of mice fed ad Iibitum
(Masoro, 2000; Sohal & Weindruch, 1996).
The mechanisms responsible for longevity
extension by calorie restriction are dis-
cussed below and elsewhere in this vol-
ume. Genetic interventions to produce
altered longevity have utilized a number of
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approaches. Selective inbreeding of AKR/J
mice by Japanese scientists has led to the
development of the senescence-accelerated
mouse (SAM). There are 14 senescence-
prone inbred strains (SAM-P) and 4 senes-
cence-resistant strains (SAM-R) (Takeda,
1999). Each of the SAM-P lines exhibits a
specific constellation of accelerated aging
phenotypes. However, the genetics of the
SAM-P mice remain undefined, so geno-
type-phenotype correlations are difficult.

A number of mouse aging models
were discovered as spontaneous muta-
tions or as a result of random mutagenesis
approaches. These include the Snell
and Ames dwarf mice with extended
longevity and the accelerated aging
Klotho mouse that was identified as a
result of inactivation by transgene inser-
tion (Andersen et al., 1995; Kuro-o et al,
1997; Li et al, 1990). In the last several
years, a more targeted genetic engineering
approach has generated a number of use-
ful mouse aging models (Misra & Duncan,
2002). Many of these models are the result
of embryonic stem cell gene targeting or
standard transgenic methods and exhibit
either accelerated or delayed aging pheno-
types (Anisimov, 2003; Donehower, 2002;
Hasty et al., 2003; Liang et al., 2003). The
remainder of this review will focus prima-
rily on the insights that these genetically
altered mice have given us with respect to
aging and longevity.

Before delving into genetic models of
aging, it is important to examine what to
look for, answering the question, “How do
you know whether you have a mouse with
accelerated or delayed aging?” Fortunately,
with the close evolutionary relationship of
mice and men, murine aging and human
aging share many characteristics. These
include the appearance of such aging phe-
notypes as osteoporosis; arteriosclerosis;
cataracts; decreased wound healing and
stress tolerance; cachexia (wasting); hair-
graying and alopecia; increased cancer
incidence; hunching of the spine (lor-
dokyphosis); muscle, skin, and generalized
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organ atrophy and pathology; and more
(Arking, 1998; Mohr et al, 1996).
Observation of many or all of these pheno-
types in conjunction with a shortened life
span in a mouse model should satisfy the
definition of premature aging. Moreover,
these premature aging phenotypes should
only appear after complete adult matura-
tion. The appearance of one or a few early
aging phenotypes is clearly insufficient to
make a strong argument for an accelerated
aging model. Conversely, a mutant mouse
can be said to have delayed aging if it lives
significantly longer than its wildtype lit-
termates of the same genetic background.
A delayed onset of aging phenotypes is
also a useful indicator.

Another confirmatory tool is a statisti-
cal demonstration of aging by Gompertz
analysis of mouse survival data. The
Gompertz equation can measure age-spe-
cific increases in mortality rates, which
may represent the rate of aging (Arking,
1998; Pletcher et al., 2000). If a putative
aging model ages differently from its nor-
mal counterpart, it should exhibit a signif-
icantly different slope in the plot of
age-specific mortality (plotted logarithmi-
cally) versus age over most, if not all, of
its life span. A recent summary of acceler-
ated and delayed aging mouse models
indicates that the majority do not exhibit
the expected divergence in mortality rate
doubling times (de Magalhaes et al,
2004). The failure of these models to dis-
play different rates of aging could be due
to a number of factors, including inade-
quate sample size, inadequate control
populations, and experimental artifacts
such as housing conditions, faulty report-
ing, and diet. Alternatively, the models
may display segmental aging phenotypes
that do not alter mortality rates suffi-
ciently to show up as significant in the
Gompertz analysis. Alternatively, the
models may not be displaying altered
rates of aging; consequently other non-
aging related pathologies may play a pri-
mary role in mortality. However, the fact
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that even some extended longevity models
fail to exhibit altered rates of aging
by Gompertz analysis raises a concern
about this approach. A complete analysis
utilizing an array of statistical, biological,
pathological, and biochemical approaches
may be necessary to reach a more defini-
tive conclusion that a particular model
does indeed exhibit altered aging.

Recent research indicates that many of
the genes that affect organismal aging and
longevity are involved in stress manage-
ment and DNA repair metabolism (Finkel
& Holbrook, 2000; Hasty et al, 2003;
Hekimi & Guarente, 2003; Lehmann,
2002). This indicates that aging may
result from genetic activity stimulated by
exogenous (DNA damaging agents) and
endogenous (metabolic oxidation, DNA
replication errors, and stalled replication
forks) sources. Studies using Iacl and lacZ
reporter mice have shown old mice accu-
mulate DNA damage with age. The spec-
trum of damage varies with the type of tis-
sue observed, but the general trend is an
increase in point mutations, large dele-
tions, and/or rearrangements in nuclear
DNA (Dolle et al., 2000; Dolle et al., 2002;
Hill et al., 2004; Vijg & Dolle, 2002). These
data suggest that the possibility that
genetic alterations that increase the age-
associated mutation rates could also influ-
ence the aging process. Thus, mice with
defects in genes that regulate genomic sta-
bility might occasionally be expected to
show accelerated aging phenotypes, and
recent genetically engineered mouse
models bear this out. A number of these
models are described below. The aging phe-
notypes in these models are supportive of
the idea that DNA damage plays an initiat-
ing role in organismal aging processes.

V. Mouse Models of Accelerated
Aging

A mouse model of defective transcription-
associated nucleotide excision repair was
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created by mutating one of the xeroderma
pigmentosum (XP) genes, XPD, as a model
of trichothiodystrophy (TTD), a disorder in
humans characterized by postnatal growth
failure, progressive neurological dysfunc-
tion, skeletal abnormalities, and a reduced
life expectancy (de Boer et al., 2002). TTD
mice have impaired transcription and
mildly impaired nucleotide excision repair
(NER). They develop normally but exhibit
many aspects of accelerated aging, includ-
ing osteoporosis, early graying, cachexia,
and infertility. Interestingly, when the
TTD mice were crossed to xeroderma pig-
mentosum group A (XPA)-deficient mice,
the bi-deficient mice showed an even
greater acceleration of the aging pheno-
types compared to the TTD mice. It was
concluded that the data strongly supports
the DNA damage theory of aging, and a
model was invoked in which increased
unrepaired damage in the TTD mice in
conjunction with transcription defects
resulted in increased apoptosis and deple-
tion of cell renewal capacity and subse-
quent accelerated aging (de Boer et al,
2002).

Some mouse models exhibiting acceler-
ated aging are the products of mutations
in chromosomal integrity pathways. Ku80
is a component of the complex involved in
non-homologous end-joining (NHE]) repair
of double strand breaks (DSBs) (Lieber
et al., 2003). Homozygous deletion of this
allele presumably results in increased
DSBs in vivo. These mice prematurely
exhibit a number of aging phenotypes,
including lordokyphosis and osteoporosis,
decreased wound healing, reduced muscle
cellularity, and reduced subdermal adipose
levels (Vogel et al, 1999). Surprisingly,
these mice have a reduced tumor inci-
dence compared to control mice. The inci-
dence of tumors was 27.6 percent and 2.2
percent for Ku80 wildtype and null mice,
respectively, although increased life span
in the control mice may account for some
of this difference. On a cellular level, Ku80
null mouse embryonic fibroblasts exhibit
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early passage senescence, decreased colony
size, and hypersensitivity to ionizing radi-
ation and oxidative stress (Lim et al,
2000). All of these cellular observations
were shown to be dependent on the tumor
suppressor p53. Additionally, reducing the
p53 dose in vivo dramatically increased
the tumor incidence and altered spectrum.
Curiously, it was shown that Ku80 null
mice exhibit a decrease in both point
mutations and large genomic rearrange-
ments (Rockwood et al., 2003). This was
concluded to be the result of a more active
p53 response, whereby the presumptive
increase in DSBs leads to apoptosis and
clearing of affected cells.

The breast cancer susceptibility gene
BRCA1 is a tumor suppressor with cell
cycle checkpoint and DNA repair func-
tions (Venkitaraman, 2002). Homozygous
deletion of Brcal results in early embry-
onic lethality (Gowen et al, 1996;
Hakem et al., 1996). A homozygous dele-
tion of only Brcal exon 11 results in
embryonic lethality that can be rescued
by making the Brcal-deficient mice het-
erozygous for p53 (Xu et al., 2001). The
unrescued BrcalA11/All embryos exhibit a
massive increase in p53-dependent senes-
cence as measured by the senescence-
associated B-galactosidase staining assay
(Cao et al., 2003). Interestingly, the res-
cued BrcalAll/All p53+/= mice show a
large number of early aging phenotypes
by 8 months of age. Longevity was
reduced to about one year. The loss
of intact Brcal was associated with
increased p53 levels, and fibroblasts from
Brcal®l1/All  embryos showed greatly
increased rates of senescence that could
be reduced by removal of p53. These
studies further support the idea that
DNA repair deficiencies can contribute
to aging, in this case through activa